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Abstract

It is known that many insects and animals including mammsdspeculiar navigation
algorithms in order to return home safely and effectiveljie process as to how the
insects and animals find a target point has been an highdigbkseie, and the vision-
based navigation is one of the methods which are known astiexant navigation
algorithms for the insects and animals. Especially, hoaeglf\pis melli ficg, returns
to their nest accurately using a landmark navigation metfide bees recognize the
surroundings like a bush, a flower and a tree as a landmarler Akploring for the
food, the bees determine in which direction their nest walkflgrback to it.

The bees are expected to move with a simple mechanism owitigg tfact that they
have relatively small number of neurons and memories. Gpresgly, it can be thought
that such a simple mechanism is enough for a highly efficiaaigation system to re-
turn home. From this point of view, many researchers havesingated on how the
bees recognize the visual environment and use the landrarémember a position.
Various models which is tried to implement the bees’ homielgdvior have been pro-
posed.

The behavioral mechanism of the honeybees can be applibe t@botic vision and
navigation algorithm. The previous mechanical models thasevisional information
processing contain a complex calculation and great amafimiemories, along with a
complicated image processing. On the contrary, the modethé insects and animals
are much simpler, and yet provide more effective results.

Inspired by these behavior, the various models of visualrzark navigation have
studied. In this research, a new model of which performasaaproved is suggested,
and the performance is confirmed by computer simulation abdtrexperiments com-
paring the other methods.
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Chapter 1

Introduction

Recently, several researches have been conducted to owetbe problem of redun-
dancy in the conventional navigation algorithms in rolb®tichich are implemented
with mathematical formula including trigonometric compoits, transcendental func-
tions, and probability estimations, containing much infation and complex calcu-
lations. Along the courses of development, the navigaty@atesns of the insects and
animals have received great attentions for their abilitggnurately returning to their
nests by using their own navigation algorithms, which magmssible for the lower
level organisms to successfully find their way back homer dfieir exploration to
search food. The biological navigation systems of the itssand animals are sim-
pler than the existing navigation methods, and they letriBedts or animals respond
instantly and directly to a change of position.

A navigation model inspired from the behavioral mechanisomtl in real nature has
many advantages when applied to operate a robot. Such maittels an efficient

method of establishing a resourceful home navigating systeen with the use of
devices having low resolution CPUs. This establishmentridmrnes to the scaling
down of the sizes of the robots. The implementation of a bgpired algorithm is
expected to bring back a robot home as effectively as an damnen insect does in
nature. Bio-inspired algorithms require a robot to not kradws destination from the
beginning, but rather make it possible to decide which diveat should move to from
the set of information received on every movement it makdse fdrevious decisions
or memories used to determine the homing direction are noedt but replaced with
new updates that the robot receives on its journey home. ¢{@ot much of a memory
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is required in the bio-inspired algorithm, and a robot cad fia way back home by a
simpler method that does not require a specific learningga®ic

1.1 Vision-based robot navigation

For the robot navigation systems, various strategies thattiie visual information
obtained from the environment have been suggested. In ssicmibased navigation
methods, a robot generates a kind of map to record the intamawhich is called
‘vision map’. It could navigate using the vision map. Theeyjd vision map is various,
and the vision-based navigation methods could be classifiedrding to the types of
vision map. They are map-based navigation, map-buildesed navigation, and a
map-less navigation.

Looking at these different types of navigation methods ntla@-based navigation sys-
tem uses a geometric or topological map which is alreadytedday a user, not a robot.
The map-building-based navigation method is that a rolmmtgeizes the environment
through the sensors attached to itself and produces thenvisap using the sensor
values. The map-less navigation method is different froendtiners, and it does not
create and use a vision map. A robot also gets a visual intiwmahowever, it does

not collect all information continuously in order to pro@uan entire map of environ-
ment. An example of this method can be that the robot recegrizme landmarks in
the environment and navigates by tracking them or rememgdhie configuration of

them.

The use of the vision map requires the probabilistic cataada and estimations from
the images. It also needs a lot of memories to store data wichtained from the
captured images and the high resolution imaging devicésthe same as not only the
vision-based method but also the general navigation medbhdiéke SLAM. If a robot
uses the highly efficient devices and the complex procegsssild approach the goal
point much accurately. Though, the question remains ussiadg to whether the robot
could find its location relative to the goal point and find itlaut the need of those
calculations or high-tech devices.
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1.2 Why bio-inspired model is applied for robotics?

Many robots are modeled after the appearances or the bealaviechanism of the an-
imals and insects. For example, there is a robot that is baséte behavior principles
of a cricket: it tracks down a male cricket by its song (Welb®98@). A ‘robolobster
is designed to follow an underwater chemical plume to its@of generation (Hood,
2004). Such examples of robots are interesting in that thexg wot designed to rep-
resent a simple, mechanical system and they imitated thieragsfrom the animals
and insects in the real nature. Due to the many advantagesahade obtained by
mimicking the behaviors of the animals and insects, thearebes in the bio-inspired
robots that resemble the systems in nature have increasenbers recently.

One of the advantages of a bio-inspired system is its allditgspond to an external
stimulation immediately. The bio-inspired systems are lmaimpler and adaptive than
the mechanical devices as they intend to operate in the s@meanas the animals and
insects that don’t have a complex mechanism of speculafidmaaking judgments.

Rather, the animals and insects are known for their powedaptato changing envi-

ronments in the nature for a long period of history, and stahlbecame inherent and
trainable. Similar to the animals and insects, if a robot @saks own decision on its

movements without any external control to perform its téstan be said that the robot
has an intelligent system on which it can operate upon bif.itse

The solution to the problems found in the robotics is closelgted with how the real
animals and insects have solved theirs. Robots can be exjasdmodels of specific
systems of nature . Hence, studying the behavioral meamnaoighe animals and
knowing the basis on the purpose of their actions can be a$sdavith implement-

ing a compact and intelligent system in the robotics. In thgpect, the bio-inspired
researches are worth studying, and it can be expected #hatdkinspired system be-
comes another branch of intelligence system.

1.3 Motivation

Navigation systems that allows a robot to use the visionarimation obtained on its
surrounding environment has been suggested by many ressaithe navigation sys-
tem operates based on the set of snapshots taken by the to@igied locations on its
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surroundings. In this system, a vision-based homing algoris implemented so that
the robot navigates between neighboring target locatibhere are several interesting
approaches to realize this system, and such experimeriightmobile robots have
demonstrated that similar mechanisms also work under #ieverld conditions.

Two previously suggested algorithms, the pixel-based amagtching model and the
distribution model, are the theories that are founded alsabe methods in this investi-
gation. The pixel-based image matching method is an attemgyply the mechanism

of the honeybees to a robot, suggested by Franz (Franz £988). In the pixel-based

image matching method, the robot compares the matchedgtaréebn snapshot taken
at home (starting position of the navigation) and a subsegsapshot taken at the
changed position pixel by pixel, and decides the homingctiva based on the com-
putations. Although the suggested algorithm was much sntphn any conventional
methods, the robot failed to return home from every pointmily, the scope of the

region that a robot can return home successfully was lindtezlto the calculation of

the matching rate by dot product.

Based on the distribution model, a novel bio-inspired natign system based on infor-
mation received through visionary senses is presentedsipdper, which is motivated
by biological navigation algorithm of the honeybees. A aptoof a sector is imple-

mented, where the visual environment is divided into sommber of sectors, and this
new method of visual navigation is called “sector-basedjeraatching”.

The performance between the pixel-based image matchingosheind the new algo-
rithm proposed is compared through a computer simulatidre Sector-based image
matching method improved the performance of the convealipixel-based image
matching method, covering almost all the region as a scopstwiable point. Lastly,
this research may help robotic researches that try to imghetme behavioral mecha-
nism of insects.

1.4 Objectives

The main purpose of this research is to design a novel, siygil@roficient home
navigation system for a robot which is motivated from thedi@ark navigation mech-
anism of the insects. The navigation system proposed ip#psr should be adequate
even for the robots having a poor visual recognition systétheenvironment. The
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detailed objectives are as follows:

- Modeling of a navigation system using a new sector-baseadhmg method, based
on the conventional pixel-based matching method and digtan model.

- Compare the performances of a robot using the suggestéor-$fased matching
method and pixel-based matching method when a referencpassis not used.

- Compare the performances of a robot using the suggestéor-$fased matching
method, pixel-based matching method and average landneatkrvmethod when a

reference compass is used.

- Distinguish the most efficient method from the aforemambfour separate methods
based on analytic and semi-quantitative examination.

- Prove the performance of sector-based matching methoddmt experiment.

1.5 Structure of the dissertation

To realize the given objectives in establishing a bio-irsgbinavigation system, the
appropriate measures were taken and experimented whitthlmesummarized in the
following outline:

Firstly, in this section, an explanation of existing naviga systems of the insects that
allow them to effectively return to their home, which hasrb#ee basis motive for this
research is given with the emphasis on the landmark navigatethod. Specifically, a
vivid example of three different navigation methodologiesluding path integration
algorithm, landmark navigation algorithm, and image maglalgorithm are given to
provide a comprehensive understanding of how insects ate/their way back home.

In Chapter 2, the algorithm used throughout this researehttaroughly reviewed.
Based on comparing and complementing the pixel-based imagehing method and
the distribution model, a sector-based image matching odatghsuggested. The ideas
of a “sector” and an “estimation process” which are the ppalconcepts of the sector-
based matching method are explained.

Chapter 3 presents the results as to whether a robot is eaphtaturning home using
the two image matching methods (pixel-based and sect@dpaepending on only its
visionary sensor without using a reference compass. Undeqaivalent condition,
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the robot finds its homing direction based on the two differeathods, and the result
of which and how the robot makes its decisions is compared.pEnformances of the
experiments are evaluated based on the accuracy on theaaddtdrence between the
desired homing direction and the calculated directionraye homeward component
and success rate.

Chapter 4 compares the outcomes of the image matching ne#mtaverage land-
mark vector method with using a reference compass by the sategons in Chapter
3. How the methods are vulnerable to noise is tested in a morgyonment, and the
performance of sector-based image matching method is gtoyea robot experiment.

Finally, in Chapter 5 the performances from the differenpez¥ments, varying the
algorithms and the use of a reference compass are discisgadll the factors con-
sidered, the advantages of the sector-based matching deththoroughly explained,
and the paper ends by mentioning the future directions Bnsibn of this research.

1.6 Literature Review

1.6.1 Navigation of animals and insects

The insects and animals use various senses to retrieve tiesgagy information to
determine the homeward directio@ataglyphis fortisor a desert ant is the represen-
tative animal known for using the path integration methodtti@fstaedt, 1983; Muller
and Wehner, 1988; Wehner and Wehner, 1990). The desertargsheir own internal
odometers that allow a self-calculation of their specifiobging position with respect
to their nests. To be more specific, the desert ants measuanegatar position of their
current location relative to the sunlight, and continugustegrate all of the angular
values. The integrated value, finally, points toward the &éaard direction. The desert
ants use the path integration method to return to their pa@stsdemonstrate an accu-
rate result of returning even from regions far away withd &im of any landmark
near the nest or other environmental information given (Méeh2003). The applica-
tion of path integration for a mobile robot has approved inevus paper (Lee and
Kim, 2008).

Fiddler crabs, having the scientific nameldéa lactea are another type of animals
that use the path integration method to find their way backeéh(rayne et al., 2003a,b;
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Zeil and Hemmi, 2006). The fiddler crabs always keep theiromaxis of the body

towards the direction of their burrow, meaning that they rasady to return to their
nest at any moment of their travel, calculating their owrhgeintinuously and repeat-
edly. It is known that the fiddler crabs draw a certain type athpmap, calculating

the total distance between their current locations and #st Iy counting the total
number of footsteps taken (Layne et al., 2003a). For the ip&tgration method, the
spatial information is the dominant component to the preoégvaluation and making
decisions.

Another notable navigation method used by the insects amdadsis the landmark

navigation algorithm, which is based on the visual inforimrasuch as the surround-
ing environments. Animals that use the landmark navigadigorithm receive a vi-

sual input and remember according information and upom te&irn, they compare
the newly received images with the previously stored imagéee fiddler crabs are
also known to use the vision-based navigation system alotigtiae path integration

method: at the entrance of a burrow, the crabs build a semietike shaped struc-
ture (Kim et al., 2004), and it is an assumption that the credestheir structure as a
landmark.

Apart from the mentioned species, there are many other dsiamal insects that are
known to return home by using a vision-based navigatioresysftTo briefly mention
some of them, rodents such as gerbils, hamsters, rats, atg] fur example pigeons,
use landmarks to find the original location of their home (€bkt al., 1986).

Sea animals, including octopuses and various types of fegleesble to notice a change
when the location of a landmark is changed during their exgilon for food and their
way back home (Cain and Malwal, 2002; Mather and O’Dor, 19815ects like wasps,
ants, and honeybees, also have the ability to navigate lmguke retrieved visual
information (Cheng et al., 1987; Collett and Land, 1975).

Studies show that a rat can remember the spot it has been grgyaivisionary sense.
A rat has two distinct types of memories; a reference memodysaworking memory.

The former allows a rat to remember the location where foastgxand the latter is
used to store the memory of where it has already visited. Aopus also has a similar
memory system for spatial recognition which is based onig®rs. It remembers a
landmark array at home and where the food was located, ardleés@find the target

zone in spite of changing the location of the landmarks (Ma#ind O’Dor, 1991).
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In the case of a pigeon, it can correctly find its way back howemevhen its home

is located far away from its visual field because it can telethler the landscape is
familiar or not (Braithwaite and Guilford, 1991). In additi, a pigeon has a good
depth vision, meaning it can discriminate the distance betwthe landmarks. The
vision ability of a pigeon is expected to help it fly towardg tocation of which the

image is similar to that of its home (Cheng, 1989).

Furthermore, there have been many researches that showidlea@ of insects using
the landmark navigation algorithm, and one interestingrgda to look at is the case
of the honeybee’s (Srinivasan et al., 2000). Various modedssuggested to explain
the navigation system of the honeybees, including “pixaddal image matching algo-
rithm” and “average landmark vector algorithm”. Here, baltjorithms are built upon
the concept a “snapshot”, which is the remembered visiarfarination generated
from home (Cartwright and Collett, 1983).

In average landmark vector algorithm (ALV), the insectsoggrize a landmark as a
vector (Moller, 2000; Lambrinos et al., 1998; Lambrino89%). The average land-
mark vector (AL vector) is directed towards a specific landipand each AL vector
is composed of two contributing vectors of a radial compdmea a tangential com-
ponent. The radial vector indicates the direction in whicé difference of the size
of the landmarks becomes minimal, and the tangential vegticates the same for
the bearings of the landmarks. A “snapshot” is processead free summation of the
AL vectors, each pointing a different landmark from home.riBg the course of the
homing process, the insects compare the resulting vectioe aurrent position and the
vector of the snapshot.

On the other hand, in pixel-based image matching algorifmmmage is recognized
as a type of a circular array, which indicates a series of iadictions. The insects
determine 0 and 1 from whether a landmark exists or not: ifnar@ark cannot be
detected, the according binary code is 0, and 1 for the omgpoase. The size and
the position of an individual landmark can be known accaydmthe location and the
amount of 1s filled in the binary array. A distinguishableretateristic of the image
matching method that makes it special from other algorittaas estimation process,
in which an agent estimates how the position and size of arankiwill change prior

to moving some distance. For this estimation process, trextthn of the agent’s
movement plays an important role in achieving accurateutations.
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3  Landmark

Current point

Figure 1.1: Pixel-based image matching algorithm(Franz et al., 1998)

From the aforementioned methods that the honeybees udsfonavigation system,
it can be concluded that “the bees are not measuring theigosit each individual
landmark but the overall landmark configuration” (Collettdd_and, 1975; Anderson,
1977; Maller, 2000). This is in good agreement with the “@G#Shypothesis proposed
by van Beusekom (Van Beusekom, 1948), and from this poinitav it can be inferred
that the image matching method is more analogous to thelastyain which the
insects find their ways compared to that described in the Aggrahm.

Another prominent method is Anderson’s “distribution midgehich is based on the
findings from the experiments with real honeybees. Theidigion model contains a
new concept of a “sector”, which correspond to a spaciouscagditive region of an
environment that the honeybees can recognize.

On the following paragraphs, the previously proposed &lgois are reviewed in de-
tail.

1.6.2 Pixel-based image matching algorithm

“Pixel-based image matching method” by Franz (Franz etl&98) is amongst the
most famous methods where the performance of the navigsyistem is tested with
a mobile robot. The estimation process can be categorizedtinee major meth-
ods according to the direction in which a robot moves. A radmild consider two
kinds of movement, which are a rotational movement and alasinnal movement(see
Fig. 1.1). The first method can be explained as a robot consglenly the distance it
travels with respect to a certain landmark. During thisneation process, the angle of
the robots head is virtually fixed and the position of the talfanges, meaning that
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the dominant factor playing in this process is the diffeesimdhe size of the landmarks
due to the movement that the robot makes.

In the second method, the robot solely takes into accountatational angle of its
head. Maintaining its position, the robot only rotates abto the designated head
angle. Lastly, the third method simultaneously considets the change in the head
angle and position of the robot. However, if the two factors @ be operated on
every movement that the robot makes, it would take too mumb for the estimation
process. For example, for a change in the resolution of thkeda 1 degree, the total
number of iterations is 129,600 times. Consequently, thiime would become too
much complex and the amount of data that the robot has to éahsth becomes too
large. Hence, a hair-trigger and a simpler estimation m®ege required to suggest a
modified methodology for the estimation process.

Considering a case for which a robot moves some distance wialntaining its head

direction, the ratio of the distance from a landmark to thevimg distance in the es-
timation process becomes the decisive factor (hereinedterred as “ratio”). In the

pixel-based image matching method, it is assumed that tidmarks have identical
distances from “home”, which was called as “equal distargsumption” by Franz

(Franz et al., 1998). By this assumption, the robot will aleveegard all the distances
to its surrounding landmarks from its belonging positicteamoving to any positions
surrounded by any landmarks. This is an egocentric modékeo¥isual-based naviga-
tion system, where the robot recognizes the change in th@ndiss to the landmarks
as a change in the size of the landmarks, and this model isod gocordance with the
real method that the insects and animals use to recogniznti@nment.

The pixel-based image matching algorithm (Franz and Ma@D0) is extremely sen-
sitive to the captured image of the surroundings, how mangrfarks are included
in the image and the visual resolution of it. For the capturedges having a few
landmarks, there is a high probability that the robot wilsjadge its direction during
the homing process. The original criterion on which the tabekes its decisions to
choose a direction to move is based upon the value of the doiupt between the
binary arrays of the initial and random positions, and tHeotdeads towards the di-
rection that maximizes the value of the dot product. In otdanaximize this value,
the robot tends to choose one specific landmark as a refeaencmatch the images.
However the robot cannot distinguish and recognize theviddal landmarks. For
example, consider an environment where there exists thfisgetht landmarks sur-
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rounding “home”. After moving to a random position, the rbbaptures an image at
the according position and compares it with the stored intaken at home. Because
what the robot tries to calculate is a value that maximizes#isult from the dot prod-
uct, if the robot stands facing one of the landmarks, thesepessibility that it would
try getting close to that landmark located in front. In mases the robot would move
towards home, but nevertheless sometimes it loses its wayhmne, no matter how
close are the stored images and the newly taken images ar® die fact that the
robot will face towards the direction that maximizes theueabf the dot product.

To overcome this issue of misleading the robot to a wrongctioe, an ‘exclusive nor’
logic is included to the criterion set for the robot to chodsealirection. Whereas the
previous method calculates only a portion of the matchedesaf the landmarks, the
modified method calculates all of the matched parts from Keeted environment,
covering not only the images of the landmark but also theespatween each land-
mark. Consequently, the robot will have a less probabilifyanting and moving to a
wrong direction as compared to the conventional method.

According to the new method including the ‘exclusive nogilg the homing angle is
decided as shown in Table 1 to 8. The desired angle is showsas follows: 0 degree
from the west, 270 degrees from the north, 180 degrees fremaaht, and 90 degrees
from the south. If a robot is placed at 70 cm away from home,réti® that best
matches is approximately 0.5, which means that the imagmtakthe next position
would match well to the snapshot after moving 50 cm from theesu position. The
experimental data proved this assumption to be a right one.

The region that a robot can enter and find its way back homendispan the location
of the landmarks. In order for the robot to find the accurateing direction, it has

to be located within the boundary of the landmarks. Accaglyinfewer amounts of
landmarks will lead the robot to make more misjudgments asélyions surrounded
by the landmarks would also decrease. Generally, for a rplaged inside a region
enclosed by three landmarks of an equilateral triangulapshit is highly probable
that the robot will confuse one landmark with another. Thage matching method
does not consider the features that each landmark has, wiakhs it impossible for
the robot to differentiate the various landmarks. Henceddition to the ‘exclusive
nor’ logic, a supplementary modification is highly necegsdt is verified through

some computer simulation (Lee et al., 2008).
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Landmark 1

head= 90 degree
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Figure 1.2: Average landmark vector method with compass
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1.6.3 Average landmark vector method

Lambrinos invented the “Average landmark vector (ALV)” nebavhich has its ba-
sis on the techniques that actual animals use for their atigig (Lambrinos, 1999;
Lambrinos et al., 2000; Moller, 2000). In this method, trevigation robot stores
an average landmark vector instead of a snapshot image. obo¢ is programmed
to recognize simple features like an object, a structurl wansiderable volumes, or
edges as landmarks. The recognized landmarks are convuaidecector representa-
tions, and the summation of the vectors simply leads to tfenmation of where its
current location is. Fig. 1.2 illustrates the examples efakierage landmark vectors.
The direction to the destination is determined by the déffiee of the landmark vector
calculated at home with that obtained at the local positibcan be identified that the
ultimate vector points toward home. The advantages of tllidehare that it does not
require any complex computations and that the robot carrrdete its future direc-
tions simply from the retrieved information of the landmarkAlthough the process
seems much uncomplicated, the implementation of the ALVhotkthave proven to

yield good performances.
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1.6.4 Distribution model

In a more recent research of the honeybee’s landmark nawgsystem (Anderson,
1977), it is suggested that the behaviors of the honeybsesntae that of the desert
ants’ landmark navigation method. The bees remember therostances of the sur-
rounding environment from home visually, and compare thenss at their placed
positions when returning home. Here, it is important howhlibes recognize the sur-
rounding and how they match the image of from the startingtpi that of the cur-
rent position. Anderson suggests a new model based on tre&iBehypothesis (by
Beusekom), which implies that the bees consider the “degfrelsure” when decid-
ing which is the best matched direction towards the goal fthewr current position
(Van Beusekom, 1948). This means that the honeybees rdgardstirrounding en-
vironment as a complex of landmarks, not as individual, sgpdandmarks. Thus, it
can be inferred that the crucial factor in the visual recbgniis an overall perception
of the entire configuration corresponding to an arrangeraeatgroup of landmarks,
and not the precise shape of the landmarks. This conjedbatethie insects do not
consider the features of an individual landmark, for exantpé number of landmarks
or a distinct shape of each landmarks is further evidencedyrts on wasps (Tinber-
gen and Kruyt, 1932). From this aspect, Anderson’s hypahegonstructed by two
concepts: “surroundedness” and the “average distance”.

The concept of surroundedness is decided on the pattere sltinoundings: the sur-
rounded scene is divided into sectors, and the bees judgiereach sector is occu-
pied or not. Since the scene is divided into smaller piecesesponding to sectors,
the bees are able to recognize the visual environment muce sroply and rapidly.
It is suitable to explain that insects and animals has théyabf finding out own goal
readily. By partly changing or eliminating the arrangemehthe surroundings, an
adjacent result to a desired designation can be revealed.

The second concept, the average distance, means the difitamcan occupied section
in each sector to the insect, since it is thought that the hetrge the distance by
comparing the current distance to a previously conceivéaeviastead of measuring
the exact distance.

The effect of Anderson’s distribution model on the decigibdirection is confirmed in
Fig. 1.3. Anderson calculated the average matching scor@lfestimated directions
to obtain a result which is similar to a real data in the expent of honeybee. The dis-
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Figure 1.3: Distribution of matching score by Anderson’s model

tribution map which is based on these average values camdspvith the distribution
of how many times the honeybees visit an arbitrary point.

Fig. 1.3 illustrates an example of the distribution map gsmderson’s model. The
graph is shown to be a shape of a parabola, and the peak valhe f&core is retrieved
at the desired point, which is the starting point (home) is éxperiment. Itis modeled
to make honeybees find the maximum value by searching anchgnownito the highest
value, which eventually becomes maximized at the end. Hewdévis model is valid
for the point of which the score is maximum, not for the dir@eto move nextin order
to geta higher score. The purpose of Anderson’s researctoviasl on which location
the bees target at given different environmental circuncsta compared to the original
state. Even when the environment is changed to the beesataaapable of finding
their way back home or moving to their goals. In spite of thet the Anderson’s
method provide an improved version of the conventionalgeting systems, there are
some drawbacks that require further modifications.

Hence, in the sector-based image matching method, the golesttowards the direc-
tion of which score is highest among that of estimated dwestto compensate such
a problem. The process of satisfying two components whietsaggested by Ander-
son leads the robot to safely return home. In Anderson’s it consideration of
pointing towards an instant direction at a specific posit®not included: in some
perspective, the distribution of scores in this model le@dhe right information of
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ultimate goal, the bees are not capable of deciding to whirgttion they should go
along their path of travel, knowing only the scores of therenir and past positions.
Here, “score” refers to the dot product of difference in tistahce and the occupancy
value of the designated sector. If the bees were to measumvénall score of the map
at once, they would head for the goal straightly no matterre/tleeir positions are.
However, no animals and insects including the honeybeepedarm such task, and
therefore the concept of estimation needs to be added torémfe model.



Chapter 2

Method

In this chapter, a new algorithm for home navigation, whigltalled “sector-based
image matching method” is suggested (Lee and Kim, 2009cQR0Based on the
previous analysis, it is a vision-based homing model witecsgd emphasis on the
visual cues as a landmark in the surrounding environmerd.ifipportant concept and
computational structure of the new model will be discussed.

2.1 Concept of sectors

A sector can be regarded as an index that determines howal @istironment should
be recognized. The visual environment must be recognizedmyp by each pixel, but
also by each sector. The environment is divided into seabesjual sizes, and for
this experiment, it is designed in such a way that a singleosekid not overlap with

any other sectors. For instance, if a robot recognizes theavienvironment as five
different divided sectors, the range of each sector is 72egegith the robot as the
center.

Several similarities can be found in between the concept ohage array in the image
matching algorithm and the concept of a sector in Andersogglel. In the image
matching algorithm, the visual world of the honeybees isgspnted as a binary array
for the whole bearings. Likewise, in Anderson’s model, tbeeept of a sector can be
regarded to be a binary array in which the resolution is muabrgr than that of the
image matching method.

16



Chapter 2. Method 17

@) (b) (©

Figure 2.1: Visual environment which is surrounded by four landmarks of a bee divided
into four non-overlapping sectors (a) The bee heads for the front side, and thus the
sector boundaries lie on between two far-away spaced landmarks (b) The orientation of

the bee leans to the left (c) to the right

If there are one or more landmarks inside a sector, the beegmie that sector as an
occupied one, and the occupancy is represented as a birgay€ad. For a sector that
does not contain any landmarks, O is assigned to the seclivough, in Anderson’s
experiments, the scenes are divided equally into four settyp 90 degrees, without
any overlaps, there are other possible options for dividivegscenes into different
sectors. For instance, the divided sectors can overlaglwrdinely divided, and the
number of sectors does not always have to be four. Applyimgrtiethodology, for
the environment surrounding the robot with four landmalt&sated in such a way
described in Fig. 2.1, the total occupancy is 1 1 1 1 (Fig.&)1(By changing the
orientation of the bee, or the robot in real experiment, t@ipancy is measured as 1
010 (Fig. 2.1(b)) and 0 1 0 1 (Fig. 2.1(c)).

(@) (b) (©)
Occupancy 1111 1010 0101
Distance abba axcx Xaxec

2.2 Components of comparison: Occupancy and Aver-

age size difference

When comparing the images at home and an arbitrary pointcongonents are used.
They are the “occupancy” and the “average size difference”.
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Occupancy is a component that determines whether a landeritis in each sector or
not. If a landmark is in a sector, the occupancy of the sesttit”i On the contrary, if
a sector does not contain any landmarks, the occupancy weatd“0”. The average
size difference refers to how the sizes of the landmarksgdan arbitrary positions
with respect to its original memory stored from home. A roisgirogrammed to not
count how many landmarks there are in each sector, but ratbely checks for the
existence of the landmarks. The robot does not need to kneadburate sizes of the
individual landmarks as long as it knows how much portion gkator is filled with
the landmarks.

The premise of the equidistance in the landmarks is alsaexpil this research, and it
can be said that the concept of the distance is the same ahbawatiot perceives the
size of the landmarks. The equidistance assumption imghleshe robot will regard
a size of a landmark as it actually appears without consigdnmow far or near it is.
Hence, for a snapshot taken at an arbitrary position, ifitea the landmark is bigger
than that taken at home, the robot will know that it is closethiat specific landmark.
In this respect, it is not important to know the actual sizehw# landmark and the
distance away from the landmark as the robot will be able ltartevhich direction
it has traveled and has to travel by the concept of size. drihle methods used in
the distribution model where the actual distances were emedj the amount of size
difference is regarded in this research, and the questiom wbether such simplified
information will guide a robot back home successfully wii tested in this paper.

Upon the verification of the average size in landmarks withsector at an arbitrary
point, the difference between the image at an arbitraryt@oid home can be calcu-
lated from the initial point.

2.3 Estimation process

The decision on which direction the robot should head to cabe determined by
calculating the matching rate of a single point. Much morfermation on diverse
points is needed for the correct computation. Therefore,estimation of how the
visual environment changes have to be processed when a muba@s toward any
direction in any distance. For this process, we used thenasbn method which is
systemized in Franz’s image matching method (Franz et@98)1
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Landmark 2 ;Q
Landmark 1

Figure 2.3: Sector-based image matching method with compass (reprinted from Lee

and Kim (2009a))

The robot takes an image at the current point, and generatgsa image by estimat-
ing the changes of location of landmark for a certain movimgadion. An example
of virtual images by estimation is illustrated in Table 28Bl.using this virtual image
for each direction, it calculates the matching scores. I§inthe robot chooses the
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Ratio
Direction currentim- 0.1 0.2 0.3 0.4 0.5
age
Y R SIS ISR
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e v La 0L 0,0,
w80 08 Oh 08B

Table 2.1: Predictive images for possible movements (four directions, north, south, east,

west); robot’s current position at an arbitrary point (reprinted from Lee and Kim (2009b))

direction of which score is maximized.

At this stage, both the direction for the next movement anthfe head to rotate should
be considered (see Fig. 2.2). Owing to the fact that the astande vary according to

the direction of head, the measures of occupancy and destdifference might vary.

Image matching method based on the concept of sector anuagistn process is much
similar to the simple mechanism in daily life. For exampl@ygose that two objects
lay in front of you. When you move forward, the distance gapmeen two objects

gets smaller and the sizes of objects seems to be larger. frapg moving backward

makes the gap larger and the sizes of the objects seem sn@ti¢he basis of these
fundamentals, the fact that a robot can continuously makeesments to obtain a de-
sired image and finally reach the destination has been prioaseld on experimental
observations. If a robot has a reference compass which thieaaformation of angu-

lar position, the estimation process could be simplifiece fidbot knows the direction
of own head at a current point as well as home, and has onlynsicder the movement
while keeping the head direction, not the rotational movwamEig. 2.3 demonstrates
the estimation process in the case of using a compass.
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2.4 Calculation of matching score

The score at the current location of a robot is calculatethfeosummation of two
different components, the occupancy value of a sector amdvibrage distance dif-
ference. Knowing the scores, the robot compares the scdteafurrent position to
that of the previous location and moves towards the diradtaving a higher score. In
order to navigate with great accuracy using Anderson’s mauateadditional process
that enables an instant pointing towards the homing doeas required. Therefore,
we suggest a novel model of navigation system for the robst¢dan the concept of
sectors with the addition of the estimation process in tregenmatching method.

in each sector :
Matching score = Sector occupangyAverage size difference

For each estimated position, the robot measures the mgtsbame from the occupancy
of a sector and difference in the average distance. Aftéhakstimations are finished,
the robot compares the scores and heads toward the plaba#the highest calculated
score. Even though the robot is not aware of the preciseresa@and sizes of each
landmarks and the distance between a certain landmark ardlbt itself, the robot

is able to judge and determine the most effective path tHatead it to home based on
what has been observed. In the visual world, the robot neslige landmarks on the
assumption that all the landmarks are at the same distamwets according position.

Through these processes, the robot determines the hormmawidn at a current point,
and the entire decision-making procedure of sector-basade matching method is
demonstrated in Table 2.2. In a real environment, the imageggsing is additionally
needed to extract the factors (occupancy and average $ieeedce) from a captured
image (see Fig. 2.4).
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Step 1 capture an image at a current point

Step 2 estimate the change of the current image as the dimeafti
translation and rotation

Step 3 extract the ‘occupancy’ component and ‘average s@®@-
ponent in each sector from the estimated image

Step 4 compare with the initial component from home image and
calculate the matching score

Step 5 Choose the homing direction which has the maximunescor

Table 2.2: Procedure of sector-based image matching method

Image acquisition

A 4

Landmark recognition

A 4

Conversionto panoramic image

A J

Estimate the change ofimage

I

Determine two factors
in each sector
(occupancy
& average size difference)

A 4

Calculate the matching score

Figure 2.4: Flow chart of the sector-based matching method with real image processing
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Image matching method without

compass

In this chapter, a test was conducted to see whether the cabdte find a homeward
direction from any point using the sector-based image niagcivhich has been sug-
gested in Chapter 2. For a comparative study, the perforenaasult is compared to
that of using the pixel-based image matching method. Fdr bases, it is assumed
that a robot does not use any other sensor except the vigieaasor, which is a web

camera for this experiment. In order to calculate the negadingular position of home
with respect to the information about where the robot staoadsently, the robot needs
a reference compass that indicates a standard point ofdacé&tevertheless, the use of
a reference compass was prohibited for this specific exgatino test the assumption
that the robot can return home even without the use of a rfereompass by using the
suggested image matching. The analysis of the resultsnaatdiom the experiment

can be expressed in two different forms: through a vector ampa trajectory map.

The vector map illustrates with a unit vector all the dirent selected by the robot at
an arbitrary point in overall regions. In other words, thetee map is a collection of

unit vectors pointing the direction towards home within aga of region. The second
form, trajectory map, expresses a set of trajectories frach @rbitrary point to home.

Many of the concepts used in this chapter are based on thepseresearches (Lee
and Kim, 2009c,b).

23
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3.1 Experimental environment and assumption

A robot is placed in a virtual space consisting a home and danamarks, and the
robot is programmed to return home using a specific algordfier some exploration
of the region. At any point within the region, the robot is@abbd recognize the land-
marks unless they are overlapped, and it is assumed thatlibéuses an omnidirec-
tional camera.

For the experiment, four landmarks of the same shape andveir=used. On every
movement that the robot makes, it takes an image and figutésedirection towards

home by comparing the binary array converted from the neakgr image to the array
from the original snapshot in all directions. This procesdefined as an estimation
process, and two factors must be taken into consideratioth&estimation process
(Franz et al., 1998), the value of the rotational angle ardehgth of the moving dis-

tance. The landmarks used in this experiment are placedsdppately 100 cm away

from home, which is an adequate assumption when compardtt tactual distance

that the honeybees travel before coming back to their nests.

3.2 Pixel-based image matching method without com-

pass

On previous reports, the performance of the image matchietipod was already re-
vealed through a computer simulation. The trajectory magp fmbot moving accord-
ing to the image matching method is shown in Fig. 3.1(a) amd Fil(b). In these
figures, the dotted line indicates a trajectory of exploratand the solid line indicates
that of the returning path. The robot, when placed fullydesihe boundaries of the
landmarks, performs its duty of finding its way back home, ibisils to do so if it
goes outside of the boundaries of the landmark, even in desthigection. When the
robot gets outside of the landmark, it misinterprets therenment by considering the
landmarks as an overlap and confuses in which directiorotilshmove to. The robot
spins about its location near the outside of a landmark, lertaltome back inside the
designated target region and find the way back home. This isrdue to the fact that
the image matching ratio is an overall outcome which is eataldh by the dot product,
and for the points outside the landmark the values of the olyrt are mistaken. The
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Figure 3.1: Home navigation system using the pixel-based image matching method
when the ratio is 0.3 (dotted line : travel path, solid line : return path (a) successful trial
(b) failed trial
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Figure 3.2: Vector map through the pixel-based image matching method without com-

pass (ratio = 0.1)

pixel-based image matching method is much simple and eféeict some aspects, but
it is fragile to the change in the visual environment. Juddginom the results of the
simulation, the pixel-based image matching method is figent to lead a robot back
to its home if the robot is placed outside of the landmarkaurdings.

As shown in Fig. 3.2, the unit vectors corresponding to thredtiion that the robot
chooses to move to from a certain location have the tenden@gdially point towards

home in most of the cases. The vector map reveals the possitdemes for the case
without the use of a reference compass, meaning that a sthodaerdinate system is
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Figure 3.3: Vector map by pixel-based image matching algorithm : R = 100, resolution
of estimation = 72 (a) estimated distance = 30 (ratio = 0.3)(b) estimated distance = 80
(ratio = 0.8)
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Figure 3.4: Vector map by pixel-based image matching algorithm : resolution of estima-
tion = 72, R = 100, estimated distance = 10 (ratio = 0.1) (a) humber of view point = 8

(b) number of view point = 36

not established prior to the experiment. A unit vector at mfpadicates the selected
angle among 72 different angular directions in the pixeddasiimage matching method.

In Fig. 3.2, at the boundaries of the region, the unit vecamesdispersed in all direc-
tions. The directions that some vectors indicate point tdwather places which are
not the final destination. For a successful journey homeagabet is to travel in a series
of movements indicated by the unit vectors following theats that ultimately lead to



Chapter 3. Image matching method without compass 27

700

~
=]
S

T TN T T

Py [ N S - s -
NN NN au I U SRS

~ - -

7/
- RN [N R
i \”\1‘\///1/‘\0 VVVVV
s 600K —~ Ny ST \
L4 Fooow - VAR

1 <
N A
N

650F,

[P
== N
Lo
Nl

600K,

v

NTT s e

550

N/

550

LN
N s
1
1
»

1

N
N
s

500~ 7 — — A 500 = = = =

RN
.

N
IR - 7\

N
-
“
o

[N
-, -

“ NN T
I

~ ot
1T 7

450

NN
4
’
NN N

’ 7
s 1
1

T v

ASERY

[N

RS

>

N

,
P

400¢ 400

ol
’

350F, 350

NN NN 2V 2 L

NN N N N N N
NN N N N NN
NN NN

NN NN

M T

AN

NN N

NN NN

T 7N N NN
T
\
\
\
N
\
\

300 300" 1 L i r v or.t L L 1

8F N N N
o

R
Sk

w
8
3
w
&
S
IS

Figure 3.5: Vector map by pixel-based image matching algorithm : R = 100, estimated
distance = 10 (ratio = 0.1), number of view point = 72 (a) resolution of estimation = 6 (b)

resolution of estimation = 36

the original place when connected from the heads to tailse.prbblem here is that at
outside the boundaries, the vectors pointing outwards titead to the vectors point-
ing inwards, thus making the robot to sit stationary. Altbbuhe robot approaches
near the region surrounded by the landmarks from a far pibicinnot advance into

the region. This tendency can be confirmed from the earliardigf Fig. 3.1. Hence,

in order for the robot to approach home, some additional €ptscare needed to sur-
mount these barriers outside of the boundaries generatdeeldgndmarks.

In the pixel-based image matching method, the equidistassemption is the domi-
nant determining factor in choosing the direction, and thesion that the robot make
is revised along the path that it takes. Another importagrnelnt in this method is the
amount that the robot travels upon choosing the directiondge to. The estimation
of how the environment will change after the robot traveldaie amount of distance
may differ from the amount of actual travel distance. Coesity these two factors,
the decision that the robot makes can alter according toathe of the assumed dis-
tance of the surrounding landmarks to an estimated steéibe robots movement
(hereinafter referred as ‘ratio’).

In Fig. 3.3(a) and 3.3(b) the resulting vector map for chieggivo different ratio is

represented. In comparison to Fig. 3.2 and Fig. 3.3(b),gkelt shown in Fig. 3.3(a)
shows to be the most ideal case: if the ratio is too low, thetdblas the tendency to
wonder about certain points, and if the ratio is too hard,rtet cannot accurately
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locate its home. Such errors can be attributed to the diaogpbetween the real
distance of the landmark and the assumed value.

An additional problem in the pixel-based image matchinghodtis that the unit vec-
tors near and outside region of the landmark boundariesetrate on the nearest
landmark. When the robot approaches to a certain landntekyumber of 1s marked
in the image array increases. The robot, by means to incteasate of matching
degree between the current array and the initial array,erttrates on the nearest land-
mark at the sacrifice of the other landmarks. A simple avaidatgorithm utilizing an
infrared-ray detecting sensor is implemented to preventaobot from colliding with
the landmarks. Nevertheless, the robot still has diffiesltn getting inside the region
surrounded by the landmark when placed outside the bowesdddinly when the ratio
of the assumed distance to the landmark to the estimatethdestor the robot to travel
in one step becomes large the robot is able to find its way icesstully.

Besides the value of the ratio, the resolution of two angedanponents in the estima-
tion process can affect the performance of the algorithrg. F4 shows the resulting
vector map for the robot with different number of view poinliscan be inferred that
for the robot that generates the estimated images with mewepoints, meaning more
directions it can choose, there is a higher probability thitds the desired direction
for returning home more accurately by computing the highalste of the dot product.

To better understand the effect of the resolution of thectima, which corresponds to
the number of possible directions that the robot can chamseove to, the resulting
vector map is presented in Fig. 3.5. As confirmed in the figifitbe robot is able to
specify the angle of its moving direction more preciselg gath it takes becomes in
a straighter manner (Fig. 3.5(b)). Here, the robot being &bldecide from more di-
rections to go means the probability that such directiomsain the desired homeward
direction is higher, and thus more accurate result can baraat when the angular
resolution is higher.
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3.3 Sector-based image matching method without com-

pass

When a reference compass is absent, the robot does not haugf@mation of the
initial head direction it chose at home. Thus, especialhaenvironment with sym-
metrical arrangement of landmarks, it is more probabletti@atobot makes a wrong
decision. When the visual environment is divided into sextath respect to different
angles in the same direction of home, a single landmark magdmgnized as an over-
lap in two sectors, and thus recognized as two differentrfearéls, leading to a fatal
misjudgment. The distribution model is used with the asdionghat there is no use
of the compass as to solve such problem mentioned above.

The vector map of the sector-based image matching methddwutithe use of a ref-
erence compass shows that not only at the point inside o&tidntarks but also at the
outside the angular direction of the vectors point towahdsstarting point (Fig. 3.6).
Comparing this result to that of Fig. 3.2, it shows a good grenbince even at the
boundaries of the region surrounded by the landmarks. Tihat ie capable of enter-
ing the region fluently and arriving home through the sebe&sed matching method.
The vectors do not go directly through the landmarks, buesthey go around them
as if the vectors are avoiding them. It can be expected tleatthot can find and travel
back home through the result of the sequential moving.

Hence, it can be concluded that the performances of the asg the sector-based
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Figure 3.7: Vector map by sector-based algorithm : resolution of estimation = 72, num-
ber of view point = 72, R = 100 (a) estimated distance = 30 (ratio = 0.3) (b) estimated
distance = 80 (ratio = 0.8)

age matching method is better than that of case using thélpmsed image matching
method. The sector-based matching algorithm is built orcémeept of the surround-
edness and the difference in the average distance from sh@dition model, and it
provides a solution to errors found in the pixel-based imagéching method. Two
factors can be manipulated as to increase the matchingohtize algorithm based
on the sector method: making the location of the robot sunded by the landmarks
closer to home and making the average distance betweentibeannd a landmark of
each sector closer. In other words, the robot tries to ehgeregion in order to in-
crease the amount of surroundedness, and it maintainsdtende from a landmark
in order to decrease the difference of the average distaBoasidering the degree
of two components, the matching score for a specific diraatiiothe robot’s head is
evaluated.

The effect of increasing the number of view points and theulargesolution is seen
in Fig. 3.8 and Fig. 3.9, respectively. It is obvious that sedected angle gets more
accurate when the resolution of the angle becomes highey. 3/ shows that the
density of the vectors becomes more concentrated as theéisoable to select from

more possible head directions. The similar effect was fowhdn the robot makes
estimation of the next movement in more angular directioks.proven in Fig. 3.9,

the vectors point at the goal point much precisely and ctyéc the case that the
resolution of estimation is higher. It means that the rabbgad is turned to more
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Figure 3.8: Vector map by sector-based algorithm : resolution of estimation = 72, R =
100, estimated distance = 10 (ratio = 0.1) (a) number of view point = 8 (b) number of

view point = 36
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Figure 3.9: Vector map by sector-based algorithm : number of view point = 36, R = 100,
estimated distance = 10 (ratio = 0.1) (a) resolution of estimation = 6 (b) resolution of

estimation = 36

diverse range of directions, and the decision is made upmn the average value
achieved from those trials. By doing so, the robot can makemized decision
as to which direction it must head to without knowing the @xection of its head.
Even if the robot is far from home, it is able to return homeusately, and the path
forms almost in straight line.
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Figure 3.10: Error curves in distance measured with respect to home without compass

(0 < ratio < 1) (a) pixel-based image matching (b) sector-based image matching

3.4 Performance of pixel-based and sector-based match-

ing method

3.4.1 Angular difference

The performance of the image matching methods can be mebdeetly by calcu-
lating the amount of error, which indicates the differeneen®en the selected angular
direction and the desired direction at an arbitrary positi@he error bars indicate
the mean values and the t-distribution deviations whiclesponds to the 95 percent
confidence level (The t-distribution is often used as amrréiteve to the normal distri-
bution as a model for data.). An emphasis should be made dac¢hthat the highest
level of performance can be achieved only on specific rangealofes for the ratio,
which is highly dependent on the equidistance assumptiene Hgain, the ratio to be
measured between the distance through the equidistangmjgissn and the estimated
value of distance on the next movement.

Therefore, it can be inferred that a good performance issaekionly when the actual
distance between the robot and the landmark is similar ta#s&med distance. A
higher ratio corresponds to a higher probability to jump amss the final destination,
home, due to estimating to travel too far on the next step.
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Figure 3.11: Average homeward component measured with respect to home without
compass (Mean values and T-distribution deviations which corresponds to the 95 per-

cent confidence level) (a) pixel-based image matching (b) sector-based image matching

3.4.2 Average homeward component

In addition to the angular difference, the performance ahimg direction through

each method was evaluated from the average homeward contpdhes a measure
of accuracy, and the average homeward component has beggerserally in many

researches. The cosine of an angular difference indidagesdcuracy in deciding the
homing direction. This value characterizes both the aayuaad the angular disper-
sion of the decided homing direction. All values are normedi between -1 and 1,
and the value which is closer to 1 means that the directioreofor points to home
more correctly. In other words, as long as the homeward coetcstays significantly
above 0, the robot moves nearer to the goal.

Fig. 3.11 reveals how the direction of the vector is diffefeam the desired direction
to point at home according to the distance from home. Wheséb®or-based image
matching method is used, the data of average homeward ca@npisnclose value to
1, and thus the accuracy is higher than the pixel-based imadgehing method in the
aggregate. As seen by the result of angular differenceide¢-pased method is much
influenced by the ratio between the distance from landmarkhbyequidistance as-
sumption and the next moving distance. On the other handsédttor-based method
relies less on the ratio, and the difference between theeswhich is driven by chang-
ing the ratio is smaller. The sector-based image matchingades effective to find
homeward direction in aspects of not only accuracy but abttosary performance.
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Figure 3.12: Success rate among 100 trial times measured with respect to distance

from home without compass (a) ratio = 0.1 (b) ratio = 0.3

3.4.3 Success rate

Through the concepts of the angular difference and the geenameward compo-
nent, it was proven that a robot can properly find the directoavards its home from
an arbitrary assigned position. The vector maps reveal ¢oesidns that the robot
makes on the direction at each individual positions, antef\tectors are connected
in heads to tails to generate a sequence of movements, éhedinld be the path that
the robot takes to return home from an arbitrary startingtipos To test whether a
robot can return home by making such sequential movemeons & random posi-
tion other than home within 50 movements, the number of ssgswere counted
for varying the starting position to 100 different placesldhe result is plotted in
Fig. 3.12. In Fig. 3.12(a), the success rate for the case Wieerobot predicts it needs
to make 10 movements before reaching home is shown aftemgdki movements.
In Fig. 3.12(b), the number of movements that the robot maakefixed at 10 but the
prediction number on its movement was increased to 30. Saaetes over 50 per-
cent signify that the robot accurately returned home forentban five times. For the
pixel-based image matching method, the success rate shelarp decrease when
the robot is placed farther away from its home. This resuh good agreement with
the previous finding where the pixel-based method showed ngesalts when starting
from the outer region of the boundaries. The result of sdaésed image matching
method shows a slower decrease in the success rate forsimgydhe distance, and
thus a slight chance of the robot’s return can be expectedigtances larger than 100.
When the ratio was increased to 0.3 (Fig. 3.12(b)), the sscde showed a decrease
for closer distances but the scope of the distance for a ssceturn increased, leading
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Figure 3.13: Trajectory with use of compass when a robot moves 10 per step (total 50
steps) (a) pixel-based image matching (ratio = 0.3) (b) sector-based image matching

(ratio = 0.3)

to the increase in the success rate.

The success rate could be improved by setting the robot terfwward greater dis-
tances than the calculated distance from the estimatiorkign3.12(b), the perfor-
mance of the two different methods is shown for increasimgrétio to 0.3. As com-
pared to when the ratio was 0.1, the success rate has sigtlficacreased even when
the starting location for returning home increased. Thiagtisbuted to the fact that
the further distance the robot predicts than it actually espvhe larger change of the
images are estimated. This helps to decide the homewaictidimenore accurately.

Fig. 3.13 shows the trajectory of the returning path from @nitiary position for dif-
ferent image matching methods when the ratio was set to @ 8@namount of travel
distance per movement to 10. Sector-based image matchitigpchgielded much
higher performances from the same starting positions exthi results of pixel-based
matching method showed its limits overcoming the boundaard the robot remained
near its home after the finish on its movements.

3.4.4 Summary of Chapter 3

In this chapter, the pixel-based and the sector-based immagehing methods were
tested and compared, and the performance of the robotsthahether it has success-
fully arrived home is evaluated in three different aspelttwas assumed that the robot
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has no other sensor except for a vision sensor, and the ralddbtfind the location of
home only by comparing the image it took. The vector mapsesspnt the decision of
homing direction at a point through each method, and a langeoer of points which
Is outside the surroundings head towards home when therdeated method is used.
The homing direction is less correct within the short diseafrom home than that of
the pixel-based method.

The first evaluation was on the angular difference betweeghlsen direction and the
accurate direction towards home. The obtained results siathe difference was not
greater than 90 degrees for almost all the homing directitbosen and better perfor-
mances were achieved for starting points located nearanm®has seen by the vector
map. The performance of the pixel-based method dependsaatib of the equidis-
tance assumption and the movement. It was confirmed thatrbrecairve varies much
according to the ratio. In contrast, the sector-based inmagehing method is more
stable because the robot could return home after longrdist&raveling and is less
affected by other parameters as like the ratio.

For the second evaluation, the cosine values were takeneoangular differences,
which correspond to the average homeward difference. Tteealdained in the first
evaluation process were normalized between -1 and 1, anédsaloser to 1 means
the direction that matches well with the actual homewardddion. The sector-based
image matching method showed good stability in the senseaufess rate and trajec-
tory map. There is a high probability that the robot arrivesie using the sector-based
method, especially from outside the region surrounded éyahdmarks.

The third evaluation was on the success rate, which wasrdffeen the vector maps
by connecting the sequential vectors to see if the resulitieged its way home. The
number of successful returns was counted for the startingpwithin the same dis-
tance to home, and the success rate showed the measure ibilppss the robot to
return home safely.

Based on the three evaluations, it can be concluded thawgthfor the lower values
of ratio and regions closer to home the sector-based imagehing method showed
poor performances, the performances were much better westdrting location was
further away from home independent of increasing the vahfigle ratio compared
to the pixel-based image matching method. Thus, it was pravéhis chapter that a
robot can successfully return home by processing the irdon received from only a
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visual sensor, and that the sector-based method is moreeffiath respect to variable
parameters like the ratio and the location of the returntag positions.



Chapter 4

Image matching method with compass

Chapter 3 analyzes the results of the pixel-based and deased image matching
method in finding the accurate way back home based on thematayn received from
the visual sensor solely, without any help of any other tygfesensors. It should be
noted that a reference compass is used during the expesmamied out throughout
this chapter, and the performances of each algorithm argamed to the results from
the previous cases in chapter 3. Generally, it was foundttleaise of a reference com-
pass leads to a higher performance. The use of compass imvigation algorithm
was already dealt in previous papers (Lee and Kim, 2009c,a).

The use of a compass is meaningful in the sense that the rabobodify the informa-
tion retrieved from the visual sensor, and it is practicahabe real nature the animals
and insects too have a similar standard for determining thevements. A desert ant
can distinguish left from right based on the position of adlaark, and it remembers
the angle at which a specific landmark existed relative tpdasition (Collett et al.,
1992). A bee has the sense of absolute position with respextéference point as
well as the sense of relative direction, which is thoughteéadiated to the magnetic
field of the Earth. Backing this theory up are the studies shgwhat if there are
distinguishable landmarks near home, bees approach hametfre same direction
continuously over and over (Collett and Baron, 1994). Hahcan be considered that
bees have a sort of magnetic compass that enables them tonbEméhe direction
traveled away from home, and uses that information to masgbath when returning
home.

38
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Figure 4.1: Vector map through the pixel-based image matching method with use of

compass (ratio = 0.1)
4.1 Computer experiment

In the case of using a compass, owing to the fact that the aotecognize its direc-
tion of head precisely, the results are expected to beconne acgurate. Furthermore,
the calculation process can be simplified because the otilpason process needed
is on the amount of movement whereas for the case withoutsbeotia reference
compass, the robot has to estimate the angle of rotatiohéanéxt movement as well.
For this experiment, the robot remembers the initial headction chosen at home,
and converts an image at an arbitrary point during returbigged on its initial head
direction. Even when the landmarks are placed in a symna¢fioacmation, the use
of a reference compass is advantageous in that the robotstamgdish and compare
each landmark according to a standard coordinate, reguttithe reduction of errors.

Fig. 4.1 illustrates a vector map when the ratio (defined iapér 3) is 0.1 and a com-
pass is used. Compared to Fig. 3.2, the vectors, especialbhware within the region
surrounded by landmarks concentrate towards home withegrpeecision. Further-
more, the cases of choosing random directions are reduceth wan be attributed to
the robot remembering its initial head direction chosencamé. The robot can match
each sector more accurately, based on the same angularatiretits head from any
arbitrary point.

A higher performance was also achieved through the seeseebmatching method
using a reference compass. A clear comparison can be fouretween Fig. 3.6 and
Fig. 4.2, where the vectors show a lot more clever paths ®c#se that a reference
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Figure 4.3: Vector map by sector-based image matching algorithm : R = 100, resolution
of estimation = 72 (a) estimated distance = 30 (ratio = 0.3)(b) estimated distance = 80
(ratio = 0.8)

compass has been used. The use of a reference compassthtedtsision that the
robot makes in a way that redirects its head of direction wahensjudgment is made.

However, there exist other types of errors that cannot beectad with the use of a
reference compass. Within the region surrounded by thevanks, almost all the unit
vectors point towards home with some approximations. Oromérary, in the outside
regions, some vectors point at an entirely different dioecthat is not relevant to
homeward direction. Such errors are found when a singlentanklis included in two

or more sectors that the robot divides when traveling backéon this experiment,
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Figure 4.4: Vector map through the ALV method with use of compass

the occupancy and the distance difference can be measuedavpecific landmark
is included in only one of the sectors, not divided into twarmre sectors. When the
robot is located near or parallel to a specific landmark, ldramark is occupied by
more than two sectors, and therefore a miscalculation eowuirs. These errors can be
fixed by slightly increasing the value of ratio. If the robatieates the distance it will
travel on the next movement largely, the change in the egtanienage would become
larger. Consequently, the cases that the landmarks araigedtto two or more sectors
are reduced.

If a use of a reference compass is permitted for the robot,ltamative model for

the navigation system based on the visual information caak®n into consideration.
The ALV method mentioned earlier in chapter 1 correspondsutth model as the
recognition process of a landmark as a vector requires th@ate information on its
angular position, which in turn requires the use of a compaserefore, the results
obtained by navigating on the ALV method is taken into analgtong with the pixel-

based image matching method and the sector-based imageingateethod.

Fig. 4.4 is the vector map which shows the choices of diradtiaeturn home through
the ALV method, and the vectors on all points head towardsenpracisely. All an-
gular position of landmarks are converted to a vector, aed the robot has much
accurate information of own location. When the ALV methodsgd, all vectors point
at home, and the vectors spread out like the spokes of a whitelhome as the hub.
Therefore, it could be said that the ALV method is the mostexirmethod in the case
that the robot uses a compass. However, if the noise octrpeirformance would be
changed.
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Figure 4.5: Error curves in distance measured with respect to home with compass
(Mean values and T-distribution deviations which corresponds to the 95 percent confi-

dence level) (a) pixel-based image matching (b) sector-based image matching

4.2 Performance of pixel-based, ALV and sector-based

matching method

4.2.1 Angular difference

The variation of error in distance measured with respedtecstarting point is shown
in Fig. 4.5 when Franz’s image matching method and secteedbanage matching are
used with a compass.

The two graphs shown in of Fig. 3.10(a) and Fig. 4.5(a) presen different cases,
with and without the use of a reference compass: the latsgigshows the case with
the use of a compass, and the angle of its head are measuneghat&al to the pixel-
based image matching method, the sector-based method sinosvgerage of 20 per-
cent lower error at most of the points which are within 130 comf home (Fig. 4.5).
The reason why the amounts of error at very close range (ltvaer50 cm) seem ex-
ceptionally high is due to the estimated position of the fmal’fement. In other words,
a high error occurs for the case where the estimated poirst lgggond the final desti-
nation, thus making the value incorrect as if the estimatiaa made from the opposite
side. It is evident from by comparison that among the four eldhe sector-based
matching method with the use of a reference compass is thestadse and efficient
method for returning home regardless of the value of the mtithe starting return
position of the robot.
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Figure 4.6: Average homeward component measured with respect to home with com-
pass (Mean values and T-distribution deviations which corresponds to the 95 percent

confidence level) (a) pixel-based image matching (b) sector-based image matching

4.2.2 Average homeward component

Fig. 4.6 plots the variations of accuracy with respect toitiseeasing distance of the
starting location and home for different values of the ratithe case of using a com-
pass. The characteristic curves shown in this figure havexact epposite tendency
to that obtained in the previous section 4.2.1. In the cufh® angular difference
(Fig. 4.5), a smaller difference indicates a vector pomtiome with more accuracy.
On the contrary, the average homeward component increashs direction of a vec-
tor is rightfully placed toward the homeward direction. Ehthe reverse relationship
reveals an opposite graph as shown in Fig. 4.6 to that of F&g. 4

A decrease in the accuracy in some range of the calculat¢éahdes for the sector-
based image matching method is revealed. When the ratia & €el, the accuracy
obtained shows a close value to one at points near home. Howev increasing
the values of the ratio to above 0.5, the accuracy becomeasipdloe same distance
range, and the curve decreases to a lower value. This idaddo the setting of the
estimated moving distance too large compared with the asdulistance between the
each landmarks and the robot. The homeward component inh&rhigtio is much
close to 1 at the almost all points, and thus the performasneg tan be brought up by
selecting which value as a ratio.

The comparison with other methods of pixel-based matchna4lV is depicted in
Fig. 4.7 for experimenting with the value of the ratio of 0The performance of the
ALV method is considered for the first time as the use of therezfce compass is
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Figure 4.8: Success rate among 100 trial times measured with respect to distance from
home with compass (a) ratio = 0.1 (b) ratio = 0.3

included in this chapter. Until the distance is 100, the masas values of homeward
component are approximately similar for all three methooimgared in the graph.
However, when the starting position of the homewarding @ssdecomes farther away
from home, a sharp drop in the curve of pixel-based metho@agp The dramatic
decrease for the pixel-based method suggest that the agdagaomes extremely poor
under the according circumstances, and for the achieve@wan components values

lower than 0, the robot completely loses its direction amdisvigation algorithm does
not work at all.

4.2.3 Success Rate

Fig. 4.8 reports the success rates of different navigatigarghms for counting the
successful records among 100 trials for increasing therdiffce in distance of the
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Figure 4.9: Trajectory with use of compass when a robot moves 10 per step (total 50
steps) (a) pixel-based image matching method (ratio = 0.3) (b) ALV method (c) sector-

based image matching method (ratio = 0.3)

starting location and home for different values of the ratithe case of using a com-
pass. Comparing the results to that obtained in Fig. 3.1&ntbe said that a wider
range of distance which is possible for the robot to retunméexists for the case of
using a reference compass. For the sector-based methoppskible range of dis-
tance where the probability of arrival is higher than 50 patds 120 when the ratio
is 0.1, and all the ranges are covered when the ratio is isedetn 0.3. When a com-
pass is used, the robot knows its initial heading directaden from home, and it
only has to estimate the images while maintaining its heesttion, minimizing the

rotational movements. Hence, finding the matching degreeobyparing the images
has been simplified in great amounts during the homing psp@asl the probability
of successfully returning home becomes higher. The ALV o@tthows the perfect
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rate of success at any return starting point in the area aseitpected in the vector
map. On the occasion of using the pixel-based image matchethod, the success
rate drastically decreases, and the successful returraible to the extent of short
distance.

Fig. 4.9 illustrates the trajectories of the path taken lyrtsbot when returning home
by varying the starting points for the different navigatimethods with the use of a
compass. The robot was programmed to move 10 units beforagitle decision for

in which direction it should head to on its subsequent moveraad the maximum

number of movements that it can make was set to 50. When the oatbculates

the homing direction through the ALV method, it can alwaysine home correctly

drawing a smooth path. The result of the sector-based imagehmng method shows
better performance than that of the pixel-based methodmBome positions, the
sector-based matching method failed to lead the robot badis thome, but in any

cases, a good possibility was shown in both the journeysraf tistances as well as
short distance.

4.2.4 Noise Test

For the navigation methods based on the recognition of lankisrand the comparison
of images, a problem with noise could occur. The vulnergiiti noise is an important
factor to be considered in the robot application, mainhated to stability issues. To
test how the homing direction is changed due to the presdracease in each method,
an artificially created noise was introduced to the navageginvironment. When tak-
ing the initial snapshot at home, a robot is not able to rezegiine noises introduced
to the environment; the noise is only noticeable when th@trad on its way back

home. The interruption by a noise is possible in all anguieactions, and a size of a
noise was set to be at least 1 pixel in size.

In the first noise test, the angular deviation during the mesasent of the homing
direction corresponding to the error is tested for the ohiiciion of a noise with size
of 1 pixel at different angular positions. Fig. 4.10(a) slsawe representation of the
visual environment recognized by the robot as an array whaoise is added to the
environment. The position of the robot when the snapshottaken is (550,550). By
varying the angular position where the noise is effectivetyoduced, the number of
landmarks that a robot recognizes can increase by regatttgngpise as an additional
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Figure 4.10: Binary arrays in three noise tests (a) when the angular location of a noise
is varied (b) when the pixel size of a noise is varied (c) when the number of noise is

varied

landmark. In the case like Fig. 4.10(a), five landmarks acegrized. The effect of
noise is showed in Fig. 4.11. Fig. 4.11 illustrates the decisf homing direction in
each case of use the pixel-based image matching, ALV orisbased image matching
method. The decision is changed due to a noise, and the ambjffésential becomes
larger or smaller. In spite of such noise, it can be conclutlatithe robot decides the
possible direction to return home because the differentvedas the decided direction
and the desired direction is always smaller than 90 degramd¥,, the robot does not
head in the opposite direction of home. One pixel might semallsas compared with

-e-sector-based image matching
150! -+ pixel-based image matching
> ALV

100¢

angular difference cased by noise

06 100 200 300
angular location of noise

Figure 4.11: Error curves in distance measured with respect to home when the angular

location of noise is varied at a point (550,550)
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Figure 4.12: Error curves in distance measured with respect to home when the pixel

size of a noisy part is varied at a point (550,550)

the size of landmark, so its effect is negligible. In otherd® in this case, the error
of homing direction is permissible for an insignificant pontof an overall array.

The second noise test intended to verify the effect of a tasge noise on the decision
made by the robot in choosing the correct direction of théedsht navigation algo-
rithms. The image array corresponding to the introductioa larger pixel size noise
can be found in Fig. 4.10 (b) and the corresponding erroigesstown in Fig. 4.10(b).
Here, the angular difference caused by noise refers to tloeianof angle measured
without the case of the noise introduction minus the valu#ained from the results
with the noise introduction. It is reasonable that the selsésed image matching
method is more susceptible to the size of noise than the ALihaak In ALV method,
the robot receives only the directional information unetiéel by the size of a landmark
because landmarks are represented as a unit vector. Thiauapgsition that the noise
is placed is important, though, the number of pixels of ndses not be measured. For
such a reason, the result from the ALV method does not chahgéher a pixel size of
noise is small or large with no increase in error.

When the image matching method is used, the error goes upngiasing the size of
the noise owing to the algorithm that counts the number oélpiwhich corresponds
to a landmark and recognizing the position or size of eactinteark from the counted
value. Such process can be confirmed from Fig. 4.10(b), am@nigular difference
is mostly smaller than 90 degrees even though the sectedbasthod is used. This
implies that the robot never move its head in the oppositection of home under
even an extreme situation where the size of the introducess m®equal to that of the
landmark.
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Figure 4.13: Error curves in distance measured with respect to home when the number
of noisy part is varied (a) current point (320,480) which is located inside the region
surrounded by the landmarks (b) current point (550,550) which is at the boundary of

the region

The next experiment evaluated the performance of the diitenavigation models
when the number of introduced noises is increased to moredha, placed at ran-
dom positions in the navigation environment. In Fig. 4.)0¢be left array is the

image array when a single noise is introduced with the sizenef pixel, and at the
right is the array when more than one noise input is given atynaagular positions.

The resulting performance using different navigation radthare as follows and the
detailed analysis is given in Fig. 4.13.

Angular deviation due to interference by noises :

ALV > Sector-based image matchingixel-based image matching

Fig. 4.13 represents the angular deviation correspondiniget amount of error in re-
spect to increasing the number of noise introductions nredsat two distinct positions
inside of the navigating region and at the boundary posititere again, the magnitude
of the error was calculated by subtracting the angle medduen the error ambient
to that of error-free ambient. It can be concluded that thecebf a noise introduction
when the number of noises increases is the most pronouncttefdLV method, and
the least sensitivity was obtained for the pixel-based hagcmethod. In the pixel-
based method, the number of noise introductions did not traxeh impact due to the
uniform distribution of the noises regardless of their mmdocations.
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4.3 Sector-based image matching method with total size

difference

It has been revealed that the sector-based image matchthgdwequires an alterna-
tive technigue to compensate for the poor output given ttegference by a noise when
compared to the other vision-based navigation methodsmpoave the performance
of the sector-based image matching method, the concepetigference recognition
is used instead of an average distance difference. By tieé&ns that a robot can
compare the overall size of the landmarks per sector bettheamage taken at home
and the image taken for the estimation process. The modificat recognizing the
size of the landmarks rather than calculating the averagjartdie can lead to a more
stable system in the case of noise interference. In the dabe sector-based image
matching method by calculating the average distance difife, the robot counts the
number of landmarks in each sector to obtain the ‘averagirdnce in the distance.
Therefore, the existence of a noise can shift the angle igatabot chooses to head
towards during the returning process. To put this in a simpkey, suppose that the
total number of landmark that a robot recognizes is n; thendtal pixel of according
landmarks can be defined Bg where P is the number of pixels occupied by the land-
marks. For an interference with a noise of unity pixel sizandP, is increased to n +
1 andR, + 1, respectively.

in a sector which is included a noise,
H H a1
average size of bearingf2t!

Then, as can be derived from the aforementioned equatioreasing the number of
the landmarks has a higher effect than increasing the nuofipetels when calculating
the average size of the landmarks. As a result, the measahee for the bearing size
of the landmarks is confused, which in turn leads to a wrongchiag score to be
obtained.

The performance of the sector-based image matching metrotde significantly im-
proved by implementing the concept of the ‘total size ddfere’. Here, the ‘total size’
refers to the summation of all the number of pixels occupigdhe landmarks in a
sector, and the difference between the total pixel numbtidd from an image pro-
cessed at arbitrary position to that of initial image takeh@ne image is the ‘total
size difference’.
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in a sector which is included a noisy part,
size of bearing P, + 1

In other words, the sector-based matching method with tta $twe difference con-
cept is to sum all the sizes of the pixels occupied by the laaréimnand calculate the
matching score considering the occupancy and the sizediite, which are not av-
erage values. If such calculation with total pixel size poter is used, the effect of
noise can be significantly suppressed. The probabilitytth@trobot makes a wrong
decision in determining its direction gets much lower if thember of pixels that a
noise occupies is relatively small compared to that ocalipiethe landmarks. For the
sector-base image matching method without the concept @vanage distance’, the
navigation process becomes somewhat similar to that of-pesed image matching
method. In the pixel-based image matching method, the paichwis marked as the
landmarks is compared pixel by pixel in all directions. I thector-based method
with total size difference concept, the marked part is camgbaector by sector which
is basically the same as the pixel-based image matchingoah@tith much lower reso-
lution. For example, if the environment is divided into f@actors, the total number of
pixels occupied by the landmarks among 90 pixels in eaclosectompared to what
has been previously found at the beginning of the journeyatéh Accordingly, this
method is closer to the pixel-based image matching methaxdl tie previous sector-
based image matching method, but still the advantages obrigeal sector-based
image matching method are present.

in each sector :
Matching score = Sector occupangyTotal size difference per sector

For the convenience, the previous sector-based image m@gtofethod without the

concept of the total size difference shall be referred astts8” and the new sector-
based image matching method as “sectorB” hereinafter.4Fld. illustrates the result-
ing vector map using sectorA and sectorB methods while asing the ratio from 0.1

to 0.8. The use of a reference compass was allowed to makeacson with the per-

formances of pixel-based image matching method and ALV otktfihe vectors maps
presented at the left sides are the results of using sectetAod, and it shows that by
changing to sectorB method, the accuracy improves for tiieme surrounded by the
landmarks. On the contrary, on the outer regions of the lamkis) the vectors point
towards the opposite direction to the homeward directiod, this can be ascribed to
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Figure 4.15: Change of angular difference between an original homing direction in the
case without any noise and a homing direction in the case with noise based upon vary-
ing a number of noisy part (a) inside the region surrounded by the landmarks (b) outside

the region

the fact that for the outer regions the method becomes sitoithat of the pixel-based
image matching method under low resolutions. Assumingdheviing experimental
conditions where the position of home is at (500,500) ancptigstion of the robot at
(460,360), then the occupancy and the total size can besaqras follows:

Home Current point
Occupancy 1111 1001
total size 14 13 13 12 28 0 0 19

The desired angle for choosing the correct direction towé@me is approximately
74 degree, but the calculation shows that the decision madesihg sectorB method
iIs 270 degree. To minimize the difference in the total sibe, robot tries to reduce
the number of pixels which are occupied by the landmarkgihggit to choose an
opposite direction where the number of pixels occupied leyldimdmarks is smaller.
The occupancy on the outer region of the landmarks is nobumif and for testing
with lower values of ratio, the occupancy in the calculatstineation process is still
unchanged. However, as shown in Fig. 4.14(b) and Fig. 4),1<ifch error of choosing
the opposite direction can be compensated.

To evaluate the vulnerability to noise, the same measuegsmére taken in Fig. 4.13
were tested with the two different sector-based image nragechethods along with the
different navigation systems, and the result is shown in &i§5. To set a reference
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point, the positions with distance less than 135 units awamy fhome were regarded
as inner regions, and regions farther away were regardegtasregions. The number
135 was chosen because the average distance between ediwiaanwas 135. As

shown in the figure, the effect of noise becomes less imparanner as well as outer
region.

Angular deviation due to interference by noises :
ALV > SectorA (average size difference)SectorB (total size difference} Pixel-
based image matching

The ALV method shows the worst performance with the noige Tdaus, the suggested
sector-bassed methods can be valid in the real noisy emagon

4.4 Robot Experiment

4.4.1 Experimental environment

(a) (b)

Figure 4.16: ROOMBA and omnidirectional camera (the square markers are for notify-

ing a direction of robot’s head)

The robot experiment was conducted in the same environm#éntive computer simu-
lation by using the sector-based image matching method{hdeéim, 2009a). In this
experiment, a laptop computer and Roomba are used to tesethsector-based im-
age matching method. Roomba is a typical mobile robot withwheels (Fig. 4.16),
and its movement can be controlled with simple commands.rdlet is programmed
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to find its way back home with sequences of movements. A moreaweresponding
to a single segment is composed of a rotational movemenbutitthanging its posi-
tion and a consequent movement in a straight line once theepuirection has been
determined.

As an image sensing device, a widely used web camera wasrch@setop of the
camera, an acrylic cylinder is set and a metallic sphereaisaual on it so that the cam-
era is omnidirectional. The existing omnidirectional caaseare almost parabolic, but
in this work the visual field was covered with a spherical csimeictional camera. This
image pick-up structure is located at the center of Roombd,tle visual informa-
tion on the environment is retrieved continuously as an enaghich is analyzed in
real time through the sector-based matching method usiagtap. All experimental
procedures were carried out in Linux environment.

The experimental environment for the navigation of Roonshari open space, and
there are four identical landmarks with the shape of a cglind’he radiuses of the
landmark were 21.5 centimeters and its color was red. Themanks were placed
without any symmetry, and home was surrounded by the laridsmaith about 150
centimeters of average distance. Each landmark was plaiteddifferent distance
variations from the home’s location. The shape of the tgstipace was a square of
a side with 240 centimeters in length and for all points atnvels of 15 centimeters
within the space, the decision of homing direction is reedrtdy the change in the
position of the robot. The robot distinguishes the landredr&m the other parts of
visual environment through color. The images that inclutendmark was converted
into panoramic images for convenient purposes, and theamearessing flow is de-
scribed in Fig. 2.4. For the experiment, it was assumed tmabat had a reference
compass to get the information on its head direction, and the robot’s head direc-
tions at every point are the same each time it produces areimag

The use of an omnidirectional camera refers to the roboiktyako receive visual
information for all directions as a whole image from an adig point. The image
taken from an omnidirectional camera is a circular image, tancompensate for the
distortion in the image and to allow a more convenient preicgs the omnidirectional
images are converted into panoramic images (Franz and /20100; Scaramuzza and
Siegwart, 2008), which is a simple and general method togg®an omnidirectional
image (Fig. 4.17(a)). As the robot moves, the marked poitighvcorrespond to the
landmark in the panoramic image are changed as shown in Ea#d Fig. 4.19, pro-
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(@) (b)

Figure 4.17: Images at home (a) omnidirectional image (b) panoramic image

duced from the images taken by the omnidirectional camedra.cbnverted panoramic
images presented in Fig. 4.17(b) have angular resolutibhgixel per degree. From
the panoramic images, the landmarks are depicted as 1s vdrafarmed into a bi-

nary code and the rest are converted as 0s. Hence, every ismagaverted into a

form of binary array, which is the simplest form to find the toemtch between the
initial snapshot and a new one from the robot’s traveledtmrsi By this conversion

into a simplified array, the necessary sections for compasi€an be extracted from
the entire visual environment, and the remaining parts eadidgregarded.

On all moments, a new array is created and compared to thgdingrated array from
the memorized image from the starting position. The binaitye of an array signifies
whether a landmark is located in the direction or not. Thati@hship between a new
array and the first array is computed by their dot product(Fet al., 1998). When
the array is shifted, the robot evaluates the value of thedmiuct, and checks how
well the current image is in match with the original image. &lthe value of the
dot product is the maximum, the direction of that specificetithat the robot heads
indicates the homeward direction.

4.4.2 Results

The purpose of the robot experiment is to find whether the daoneng performance
that is proven from the computer simulation is properly oi#d with use of a real
robot and an imaging device. As previously stated, when dkie rs too small, the
decision of homing direction is scattered at the boundasfeggion surrounded by
landmarks. When the ratio is too large, the direction of @eciear the boundaries
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(a) (b)

(©) (d)

Figure 4.18: Circular images (distance from home = 35cm)(a) at west (b) at north (c) at

east (d) at south
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Figure 4.19: Circular images (distance from home = 70cm)(a) at west (b) at north (c) at

east (d) at south
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Figure 4.20: Vector map by sector-based image matching algorithm : R = 100, reso-
lution of estimation = 72, estimated distance = 30, home (500,500) (a) simulation (b)

robot experiment

is adjusted to the desired homeward direction, at the expehk®wer accuracy near
home. To guarantee the accuracy level starting at overaie mpoints, the ratio was
adjusted to the value of 0.3.

Fig. 4.20(b) reveals the results of robot experiment witloiRba and a web camera in
the form of a vector map. The ratio is set as 0.3, and the exeatal environment
which is showed in a vector map is equivalent to the envirarnmesimulation. The
distance 100 means in the real experiment a length of 75metdrs.

Comparing the vector map of Fig. 4.20(b) to that of the simaiberesult shown in Fig.
4.20(a), it can be seen that almost exact results is obtémmetde two different cases
in overall points of the environment. For the regions insifiehe surroundings of
the landmarks, the direction vectors point towards homk gii¢at accuracy, implying
that the robot can return home correctly. The error curvesvof cases shown in
Fig. 4.22(a) also confirm that the result of practical expent coincides with that
of the simulation. Their tendencies in the variation are lamoat exact match which
implies that the homing performance verified from the sirhafaalso applies the same
in real conditions. In the robot experiment, there are soaietp in which the robot’s
choice change depending on the specific occasion that itsméfean instantaneous
image changes at an arbitrary point due to a delicate chanlght a robot would
have one or more choices for the homing direction at suchtpoin
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Figure 4.21: Vector map by sector-based image matching algorithm : R = 100, reso-
lution of estimation = 72, estimated distance = 30, home (560,580) (a) simulation (b)

robot experiment
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Figure 4.22: Error curves in distance measured with respect to home through the
sector-based image matching method with compass (0 < ratio < 1) (a) home (500,500)
(b) home (560,580)

The performance of the sector-based image matching methedaluated based on
different choices made by the robot in the respect of whidukar direction it will
choose to move on its following movements (Fig. 4.22). Evaemthe robot chooses
the worst direction (the direction that leads the robot tohiest away from home),
the performance level is not much different from that showthe case for optimized
decisions. The performances of robot experiment in thedasst and worst case show
a similar tendency, and it also follows the same curve as ¢énfopnance in the case
of computer simulation. Every angular difference betwden homing direction of
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robot and the desired homeward direction is smaller thare@dests. Therefore, it can
be concluded that the robot always heads towards home iatige that is possible to
return home. The resultis a clear indication that the rabbighly capable of returning
home by using the sector-based image matching method.

4.5 Summary of Chapter 4

In Chapter 4, it can be proved that the use of a reference cesnpaffective in finding
the homing direction, and both the pixel-based and the séet®ed image matching
methods show better performances when the robot obtainddifiamal information
with the use of a compass. The accuracy of the ALV method i$itpeest; however,
this method is also highly sensitive to interference by @awing to the algorithm
that represents a landmark as a vector. The result from therdeased image match-
ing method is also affected by the noises, and a new conceggtabdr-based method
was needed to compensate for the loss in the efficiency ofuggested algorithm.
To enhance the performance in a noisy environment, the neddiector-based image
matching method with the concept of ‘total size differensectorB) was suggested in
this chapter. The sum of all the sizes of the landmarks in sactor is calculated and
compared with that previously extracted from the imagerakehome. This method
is similar to the pixel-based image matching method withvadesolution, and it has
an advantage of the pixel-based method, which is invulherabthe introduction of
a noisy factor. Therefore, the sector-based image matchathod with the concept
of total size difference delivers positive results in a ga@svironment. However, the
new method suggested has its drawback in that when the ailtles ratio are small,
the accuracy is dramatically reduced due to the considerati the environment as
a low resolution. Despite such weaknesses, the modifiedrskeased image match-
ing method can be another choice for a successful home nimngsystem under the
environment containing only a few sectors.

Based on the computer simulation test, the robot experimgnyg the sector-based
image matching method (sectorA) was carried out. The résutt the experiment

with a mobile robot is almost the same to that obtained froensimulation. Hence,

it verifies that the sector-based image matching methodaadle to find the homing

direction under real environmental conditions.
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Conclusion

5.1 Summary of Methods

In this paper, an algorithm with a motive inspired from thal reature is used to illus-

trate that a navigation system with highly desirable rescdin be obtained through a
simple logic. The image matching method, suggested by Fraaz used to compare
and analyze the results of four different models of visiovigation algorithms.

The image matching method was further subdivided into aardhgn that utilizes a
reference compass and the other for not using the compagghamesults showed
that the outcome for the case with the use of compass produbetter performance.
The compass allows the robot to compare all the images igrezes to a standard
reference angle, giving an accurate matching, whereagicase without the compass
the robot makes an error of calculating the matching degyemimparing the images
in irrelevant directions. However, nonetheless of the Uusin@® compass, the pixel-
based image matching method has its limitations in its aoyudue to the fact that the
method only provides reliable outcomes within the areacgunded by the landmarks.

The robot showed excellent performance as to finding its veak Ihome when placed
inside the surrounding landmarks, but for the cases whemathet went out of the
landmarks for even a small distance or when the robot reagbadother landmarks,
the results were different. In such cases, the robot diddigarway back to approach
to the area surrounded by the original landmark, but fabegkt inside the surrounded
region.

61
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Despite the limitations shown in the method suggested byZ;the image-matching
method provided much more efficient process of returning énevith reduced and
simpler calculations for the equidistance assumption agpened to the conventional
robot navigation algorithms. A new algorithm that implerreghAnderson’s method
based on the actual experiment of the honeybee, is intradincevercome the afore-
mentioned limitations of pixel-based image matching méthehile at the same time
taking its advantages as well.

The distribution model suggested by Anderson is based omtpertant concept that
the honeybees recognize the visual environment as seveided sectors. Applying
this concept of sector division recognition, the matchingcpss can be further sim-
plified as compared to the conventional method of comparaah esingle pixel. In
addition, comparing and analyzing the visual environmegndilsiding it into different
sectors means that an effective navigation under a lowugsnolcan also be achieved.

The new sector-based matching method averages the caoutdtthe matching de-

gree in the occupancy and distance difference of each skectail directions based

from the robot’s predicted position of movement, and a higigeformance is given for

the case when a reference compass is used. This is due tathkdathe estimation

for the distance is evaluated with the consideration fotteldirections, directing the
robot to the point with the highest matching degree, and ¢ggantial movements of
such action leads the robot back home with great accuracymfinrtant contrast to

the pixel-based image matching method here is that in sbet®ed image matching
method the distance difference is also taken into the ceraiidn for the calculation

in addition to the occupancy, and the average of the resuld the directions is set

as the representative value for the next movement. Althdlgie have been previous
studies that suggested such calculation of the tangewtiaponent and radial compo-
nent for the vision algorithm, the introduction of sectoncept provided much higher
efficiency by reducing the amount of calculation in great bers.

5.2 Summary of Results

In this paper, a much simpler and efficient algorithm for aot&bvision system is
realized through designing a model based on the visual mérheof actual animals
and insects, as compared to the customary algorithms ¢ted$$ complex geomet-
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ric and complicated calculations. The pixel-based imagé&hiag method showed
high accuracy within the perimeter near home and the orig@mamark, but requires
a fundamental goniometer to set as a basis, and without imgtbod requires large
amounts of calculations. The new algorithm delivered is f/aper has the advantage
of reducing the amount of calculations required, and is lokgpaf efficiently finding
the way back home from long distances and under low resolsitidhe use of a ref-
erence compass leads to a higher performance of the imptethalgorithm, but the
difference in the amount of error produced is almost una@rable, which leads to
the conclusion that even for the robot that does not have gpass) or that uses any
types of compass the new method provides a reliable homiogeps with minimal
error in calculating the environment.

5.3 Future directions

The sector-based image matching method contains variaisbles that affect the

performance of the robot, such as the number of sectorshéfstudies are needed to
solve the problem of recognition of the robot, since the laack may be extended in
more than one sector, and for such case the robot will notdeba parts together as
a whole but instead recognize as different landmarks in sactor. Strengthening the
algorithm when a landmark is missed in the visual environneanother important

issue to be achieved in further experiment.

An important issue when using the landmark navigation netikdrow a robot will
differentiate the landmarks from the rest surrounding mmrnent. Biologically in-
spired homing methods, such as the sector-based imageintatokthod, are an in-
teresting solution for local navigation due to its simgiiciHowever, a modification
of the environment by placing artificial landmarks is uspaéiquired in order to for
the sector-based image matching method to work with reiigbi-or a simple indoor
environment, it is not difficult to recognize the landmarlkxause an indoor scene is
more monotonous than an outdoor scene. It also facilitatesstinguish clearly the
surrounding environment by using the artificial landmaf®a.the contrary, in a com-
plex indoor or outdoor environment, a recognition error caour where the robot has
a hard time defining a landmark prior to the processing of tagching rate between
the images. In this research, a robot detected the landnyaitk bolor; however, in
real world such method for recognizing a landmark is not mem@ndable. The color
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is easy to be confused by the external factors like the ilhation or the existence of
similar-colored objects.

The method where two images are compared in each pixel foliralttions could be

suggested as a solution to the previously stated problempraa®n by the research
of Zeil (Zeil et al., 2003; Sturzl and Zeil, 2007). Zeil c&d out experiments about
whether it is possible to know the direction toward a goahpthrough vision-based
navigation algorithm by calculating the difference of aktpixels in two images. The
method used by Zeil is in part similar to the image matchingho@, and it uses the
concept of comparison between an arbitrary image and amatignapshot for each
pixel. In Zeil's research, it is mentioned that the most paonious model for the

vision-based home navigation is the ALV method, proposedamgbrinos and Moller

as it requires only one vector to be generated for the fingduwiwt an arbitrary point,

rather than an image array of its derivatives.
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