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Abstract

When it comes to communication between either humans orasjrhe use of ges-
tures plays the important role of expressing thoughts witlsmund. Gestures take
many forms, such as sign languages, traffic signals, nmyjli@stical communication.

In these days, direct interaction and communication witingoters, referred to as
Human-Computer Interaction (HCI), have become more ingpothan ever. Gesture
recognition through computers has become a big part of HSpited from these us-
ages and importance, real-time systems for hand shape atargeecognition are

proposed in this thesis.

For hand shape recognition, a method and system that cagnieecand classify the
various hand shape images by means of a basic web-came@espd. Expensive
devices, such as gloves or marking have not been used. Irafieeaf hand gesture
recognition, this dissertation proposed a state basedappr Many methods have
been developed to recognize hand gestures by numerousafegeaups. The present
study concentrates on the method that is based on the Fiaite Machine (FSM) ap-

proach with probability, and compares the performances avilidden Markov Model

(HMM) approach. The experiments have been performed witlowa sorts of ges-

tures as the inputs, using either a mouse or a camera to cah&rperformance of the
proposed recognizer. The performance of proposed recagwill also be compared

with the other recognizers.
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Chapter 1

Introduction

The use of gestures is an important element of human comuationg comprising the
ability to express thoughts and intentions without sounesi@es general communica-
tion, gestures are used in many formalized ways, such asasignages, traffic signals
and for the military.

A sketchpad using a pen to control the objects on a tabletisidered the first form of
a gesture recognition system, referred to as stroke basgdrge (Sutherland, 1964).
Since then, the research in this field have been intensiw tten researchers have
developed various forms of recognition systems to recéigertput gestures naturally,
using the devices such as gloves, markers, or cameras. &x&995; Bolt, 1980;
Freeman and Weissman, 1995).

Direct interaction and communication with computers, mefé to as Human-Computer
Interaction (HCI), has become more important; thus, théuges being recognized nat-
urally by computers is a field of significant interest. Thusstgres are widely held as
a method that enables natural HCI in order to do various $aas and applications.

Therefore, recognition systems for hand posture and geatarproposed in this thesis.

1.1 Hand shape and gesture recognition

Pattern recognition systems based on vision have beerebctesearched for several
purposes in various fields. There are many applicationgymttern recognition, such
as tele-operation (Kofman et al., 2005; Hu et al., 2003)mgtic recognition (Jain
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et al., 2004; Delac and Grgic, 2004), translation of sigigleage (Hernandez-Rebollar
et al., 2002; Pugeault and Bowden, 2011), and so on. In branretognition, fea-
tures of the face, iris, voice, hand, and so on have been osedentification (Yoruk
et al., 2006). In particular, many researchers have stutd and gesture recogni-
tion, as they show good performances for verification, aecetjuipment required for
recognition is relatively cheap and simple (Bulatov et2004).

There are two categories that can classify hand postureestdrg recognition (Munib
et al., 2007). The first category is methods using devicels asagloves to obtain po-
sition, orientation, and movement of hand. Such methodw stable performance, as
they can create abundant information about the hand’'siposinhd orientation as well
as the shape of hand. However, such methods require daéatomti devices, which
may be expensive, and uncomfortable to wear/use. For th&sorge recent research
has focused on the second category; methods using compsitam glgorithms with
image processing. Because it is considered as a method emédite the natural inter-
action with computers. Such methods are based on the visiag a digital camera, a
(Microsoft) Kinect device, or others. Many techniques hagen developed to obtain
the proper features that match with the target informatsoich as Haar-like features
(Viola and Jones, 2004), Histogram of Gradients (HOG) fest{Dalal and Triggs,
2005), neural networks, and so on.

This paper proposed a method and system that can classifyeandnize the input
Images or gestures obtained using a web-camera withoud asyexpensive devices
such as gloves or marking.

1.2 Motivation and objectives

Gesture recognition by computers is of increasing sigmfiea Because the use of
gesture is an important part to express thoughts and iotention-verbally. For ex-
ample, Thieffry (1981) said that a gesture is a physical featation including facial
expressions, eye movements, and so on, of a mental conceypthé definition is
that a gesture is a non-verbal expression of feelings anagtite (Verma and Dev,
2009). The definition and importance of the gestures is tlieriying motivation for
the present study.

Another reason for studying gesture recognition is thatetlage many existing and
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prospective applications requiring gesture-based HCGH afiplications spanning com-
mercial entertainment, industrial, and medical applarsi For example, there are
many products being gradually commercialized on the madkath as the gesture
recognition to control smartphones or televisions. Thesik sets out to devise a vi-
sion based gesture recognition system to obtain and rex®dginé gesture data with
intuitive methods. Because a web-camera is cheaper anavié&sgard than other ges-
ture data collection devices, as mentioned above.

A hand posture and gesture recognition systems based de Etate Machines (FSMs)
with probabilities is proposed here. It was motivated by kvon the several FSMs
systems, enabling the fast and straightforward recogn{titong et al., 2000a; Verma
and Dev, 2009).They achieve good performances for varigugst idata.However, the
present study is aimed at developing a superior hand gestaognition system. In
addition, this dissertation aimed at exhaustive analysiglie FSMs-based gesture
recognition systems compared with the HMMs based systems.

One of the aims here is to develop a system that is effectheg, and simple. This
dissertation wants to make the recognition systems whichvaark in real-time at
frame rates using several input data such as mouse devicesdldamera. For mouse
device, the positions of the mouse cursor are a proxy for éiséuges, and its positions
are saved to the data set. In order to use a web-camera, thassaision algorithms
have to be developed and used. If complex image procesgjogithims are used,
then the computational complexity is increased. Thus, qpBfy this process, 2D
points that are considered as a simple feature represehgmgnter of the user’s hands
in an image from every frame of video are used for the inputestgre recognizer.
These features are obtained by a color-based approach,detigetion, and vector
extraction, which represents the distance between thercantl the edge of the user’s
hands. Using these various data sets of postures and geshiagned by mouse device
or a camera, the data are trained for making the postureif@dassnd FSMs based
recognizer systems and test the relative performance gfrttippsed method.

Inspired by these usage and significance, the systems fal p@sture and gesture
recognition based on vision and the FSMs with probabilityeygoposed in this thesis.
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1.3 Organization of dissertation

The organization of this dissertation is as follows. In thapter, the reasons why hand
posture and gesture recognition are important are describiee background for this
research is described in Chapter 2, which introduces thieusamethods for gesture
recognition as well as the application issues relating tadtend posture recognition.

Chapter 3 introduces the classifier systems for hand postacgnition based on vi-
sion using a cheap web-camera. This research focuses cecthgmition of the Amer-
ican Sign Language (ASL) finger-spelling alphabet. The 2%dhshapes, including
24 letters, are used for the classes. J and Z are excludedtimlasses, as they
are comprised of sequences rather than a single positiolmnige proposed methods,
techniques of image processing were used for obtaining emrai® center of input
image for classification. Classification is done by compggadrdistance distribution of
a given image with data set obtained by image processingitgaobs. The experiment
environment and methods of the algorithm are introducedanendetail; finally, the
various experiments and results of the proposed methogseviled.

Chapter 4 explains the proposed method for hand gesturgnigiom based on FSMs
with probability. Mouse gesture and hand gesture’ inforarafrom a single camera
are used as the inputs for the experiments. The position osm@ and y) using a
mouse input device and the centroid of the hand from videauaesl. The training

method and recognizer using data sets of gestures obtayneatibus input devices is
also introduced. In this section, the proposed recognizeegplained in more detail.
The experiments are performed with various sort of gestyvati using a mouse and
web-camera to confirm the performance of the proposed rézsgn

In chapter 5, the experiments and findings are describadiéexperiments are per-
formed to analyze the robustness of the proposed methdaaTend, the experiments
are performed by using several different conditions fargtire and temporal informa-
tion of input data.The overlap problems were checked to nuorthie effectiveness of

the proposed methods.There are two kinds of overlap sisttispatial and temporal
overlap. The effect of these parameters were analyzed Aperienents are also per-
formed with the same gestures made over different time gefibese experiments are
designed to confirm the properties of the proposed methaoallizi the new method is

explained to use the recognition systems in continuous.Time combines the meth-
ods of chapters three and four for the continuous gesturd,imgich is also referred
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to as "live video”.

Finally, Chapter 6 presents conclusions about the proposet®l. In this chapter, the
whole dissertation is also summarized, and future workslisaissed.



Chapter 2

Background

Pattern recognition systems based on vision have beerebctiesearched for sev-
eral purposes in various fields. In particular, many reseaschave studied hand and
gesture recognition, as it shows good performance for gatiéin, and the equipment
required for recognition is relatively cheap and simpleléBav et al., 2004). How-
ever, making these recognition systems is not an easy tas&reTare many phases
to be carefully designed to achieve good recognition perémrce, such as hand mod-
eling, hand extraction from the images or videos, and arsabsd interpretation of
the input. Pavlovic et al. (1997) shows these phases as @elidgram in Figure 2.1.
The information of gestures is obtained by one or more casneBabsequently, it is
analyzed to estimate the gesture model parameters. Timea¢sti parameters of the
gesture model are used to determine the meanings of gestures

In this chapter, an overview of the hand gesture recogn#ystem and the application
issues is given in detalil.

2.1 The concept of hand gesture recognition

Various human sensors are used in human-human commumigatiouman-computer
communication (Jaimes and Sebe, 2007). For example, spgeajaze, facial expres-
sion, gesture, and other elements are involved in this. ttiqodar, the use of gesture
is an important part to express thoughts and intentionsveobally. Research by Hall
(1959) indicated that human communication consists of 38¥al communication
and 65% non-verbal gesture communication. In other wordstiuges are a major
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Figure 2.1: Vision-based gesture interpretation system (Reprinted from Pavlovic et al.
(1997))

subset of human communication.

Finding the exact definition for the concept of the "gestusehot simple, because
this term is widely used in various fields with different, Isirnilar, meanings. Thief-

fry (1981) defined gestures as the physical expression otaheoncept. Mitra and

Acharya (2007) stated that the gestures are composed ofiyisé&cal movement of the
hands, arms, face, and body which convey the meaning omiaison. Among body

parts, hands are most widely used for gesturing. Figure @x2odhstrates the truth of
this fact, because hands are natural ways to make gestunesniiK2006).

There is a wide variety of hand gestures, depending on thexionVhen the person
communicates with other people, hands play an importaattocotonvey our thoughts
(Zabulis et al., 2009). For example, a hand can indicate ectian or object non-
verbally. It is also a more intuitive method for HCI than centional methods. How-
ever, in HCI, hand gestures have to be capable in practicaktéo be used for con-
trolling a computer, regardless of the natural use of thell{€lendon, 1986). Hence,
gestures that are used in this field are defined slightlyréiffeto the real life meaning
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Figure 2.2: Body parts identified in the literature employed for making gestures
(Reprinted from Karam (2006))

for maximizing the efficiency of the current technologies.

Gesture recognition is defined as the whole process of tigadestures and ascribing
meaning to them. Gesture recognition is presently one offrtbst active and vibrant
research fields (Yamato et al., 1992; Lee and Kim, 1999; Yaad),e2009).

Mitra and Acharya (2007) classified hand gestures as staticgnamic. Static hand
gestures are defined as a certain pose and spatial oriendatioe hand or arm without
any temporal information. In other words, it is a single gpesition without move-
ment. On the other hand, if there is movement considered,called dynamic hand
gesture. Ottenheimer (2008) categorized dynamic handirgssas five types; regu-
lators, affect displays, illustrators, emblems, and aol@ptRegulators are defined as
gestures that can control interaction. lllustrators astiges emphasizing speech. Em-
blems are gestures that can be easily translated as shioal eemmunication. When
person uses some unintended gestures in communicationatbaecalled adaptors.
Each of these five types of categories involve both tempardlspatial variation to
represent the gesture, such as a waving hand. Thereforgnamdc gesture recogni-
tion, information on trajectories of hands is needed toya®athe meaning.
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2.2 Techniques for extracting the hand gesture

The feature extraction process is an important processtéaraie relevant data on the
hand on the basis of an image. Huang and Pavlovic (1995ndigsh hand gesture
recognition techniques according to the method of featuiaetion. There are many
techniques to enable HCI; however, in the present paperiyypes of techniques are
concerned: contact based techniques and vision-basediqaels. These two tech-
niques have been widely used for extracting the featureseohand in recognition

systems, and there are described in turn in the next two stibss.

2.2.1 Contact based techniques

To control a computer or work with a computer using the udeaisd conventionally,
intermediary devices such as keyboards, mouse, and so oecarieed (Sturman and
Zeltzer, 1994). Because movement of our hands cannot bgmizeal naturally by the
computer, they have to be transferred to a language it cenpiet. For this reason,
much research has been done to develop devices that cantesssfer the user’s hand
information.

Contact-based techniques, which are the result of thesgsfiise a cloth-made glove
equipped with sensors for obtaining the gesture data. Tdtares extracted by a glove,
accelerometers, and so on are used for analyzing and ietergpthe meaning of ges-
tures. These techniques can be classified into five differeethods: mechanical,
haptic, ultrasonic, inertial and magnetic. Bolt (1980)disiee tracking sensor called
Polhemus to facilitate communication of the user’s handtjposto the computer. This
sensor can be attached to the hand and relay informatiort fposition and ori-
entation of the hand in relation to the screen. Baudel andi@man-Lafon (1993)
developed a dataglove named Charade, that can control ¢erpased presentation
displays using hand gestures. In this system, the user \aedPi. dataglove, which
is connected physically to the serial port of the computdre bending of each fin-
gers, and the position and orientation of the hand in 3D spande measured by the
dataglove. Figure 2.3 shows the whole form of this system.

Cipolla et al. (1993) proposed the method computing motiaralex to obtain 3D
visual interpretations of hand gestures. For this prot¢heg,used a glove with colored
markers attached as input to the system. With informatidaiobd by a glove, the
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relative velocity of a nearby feature point can be measuwredtpute motion parallax.

The Nintendo Wii-Remote is a device to detect the movemethstiser’'s hand or arm
using an accelerometer. Using contact-based techniquesasdly obtain the accurate
data on the movement of the hand, and its composition is sinkpbwever, since the
user has to wear the devices, it is uncomfortable. In additieere are critical problems
with these techniques, relating to health (Schultz et 8D32. For example, Nishikawa
et al. (2003) mention the risk of cancer when the user usesatiagdevices. There

are also problems that can be made by devices in sustain&ttarnth the skin, such

as allergies.

2.2.2 Vision-based techniques

Due to the problems associated with contact-based tecbsiiquany systems and tech-
niques have been researched for glove-free approachesifior desture recognition
(Mase and Suenaga, 1992; Darrell and Pentland, 1993). Mab&aenaga (1992)
proposed a system called Finger Pointer, which can recegmipointing action in
real-time. Stereo image sequences are used in the systbouwény glove or image
processing hardware. Vision based techniques used onerercameras to capture
video sequence for detecting and analyzing the hand mouwsmsimg computer vi-
sion algorithms. These techniques use visual inputs franctmera to deliver the
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feature information. However, vision based techniques the problem of the variety
and nun-uniformity of hand gestures; these are manifedsedia the view point of
the camera, such as different silhouette scales, resnlofiimages, and movement
speed and direction. Another problem is that the processtplace in real time. For
using vision based techniques, input images with imagegssing have to be treated
at the frame rate, which can be difficult to achieve. In additio this problem, dif-
ferent lighting conditions and cluttered backgrounds #se are persistent problems.
Therefore, vision-based techniques have suffered fromfigumation complexity and
occlusion problems. However, these techniques are userdigi and bring no health
issues, as the user just stands up in front of camera and nioeedands or arms.
They offer good solutions that are cheap and practical. Rar teason, they are a
highly promising field of development in HCI.

2.3 Vision based hand gesture models

Many researchers have proposed the model of hands or boty/tparepresent the
features to be used in gesture analysis. There are two majegaries to represent
hand gestures (Derpanis, 2004).

e Model-Based Approaches

e Appearance-Based Approaches

2.3.1 Model-based approaches

Model based approaches can extract the features using &iresnmodels (Ahmad,

1994). These approaches are categorized into three diffgnees: textured volumet-
ric, geometric model, and skeleton model according to thidatkof gesture represen-
tation (Bourke et al., 2007). Textured volumetric and skelenodel can give precise
information of the hand skeleton and surface skin. FigudesBows examples of the
textured volumetric model and skeleton model.

All of these approaches have to be 2D projections for extrgdhe kinematics pa-
rameters. This is necessary to compute the spatial dascripithand poses with joint
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Figure 2.4: Examples of (a) 3D textured volumetric (b) skeleton model (Reprinted from
Pavlovic et al. (1997))

angles and so on. Rehg and Kanade (1994b) proposed one @frthirst approaches
for hand tracking based on the model approach. Wu et al. (20@fposed proba-

bilistic methods referred as a Bayesian framework to aehmstimal estimation of

the parameters. Although the parameters or features hawitolinear systems and
have to follow Gaussian distributions, a Kalman filter casodle used to do this task.
In addition, a condensation algorithm can also be used tomasng the parameters
(Black and Jepson, 1998; Rittscher and Blake, 1999). Thiegimitistic methods show
good performances in estimating the parameters; howdyibg dimensions are high,
then there are computational problems.

Model based approaches have the advantage that they camigepeecise hand ges-
ture representation, despite requiring heavy computation

2.3.2 Appearance-based approaches

Appearance based approaches have been widely used toarggrasd gestures as 2D
intensity images related to the hand images. In other wdlese approaches rep-
resent the gestures as sequences of images. Thereforeytiastavith model based
approaches, these approaches cannot directly derive tameters from the 3D spa-
tial description of the hand. There are several 2D modelsal@aused commonly
such as the color based model, silhouette model, contoueinadd motion based
model. The color based model uses markers to obtain the pasetmn of hands.
Bretzner et al. (2002) proposed the method using multiesoalor features with parti-
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Figure 2.5: Examples of (a) Binary silhouette model (b) Contour model (Reprinted from

Pavlovic et al. (1997))

cle filtering. Silhouette models use geometric propertfede@hand silhouette such as
surface, convexity, centroid and orientation. Contour ei@dommonly represent the
hand gestures as the edge of the hand to match this informaiib a template model
(Cipolla and Hollinghurst, 1996; Cootes et al., 1995). Motbased models are based
on the motion of hands from the image sequences. Figure 2vsssbxamples of the
binary silhouette model and contour model.

2.4 Vision based hand gesture recognition techniques

For recognizing the hand gesture automatically, threedorehtal steps are needed for
vision based hand gesture recognition systems: detettamkjng, recognition. Figure
2.6 shows the three fundamental steps’ architectures witintonly used techniques.

The present section introduces these three fundamenpal ste by one.

2.4.1 Detection

The very first step to recognize gestures is hand detecbomtine images. If detection
is not successful, then hand recognition cannot even bggiitis the primary step in
hand gesture recognition systems. Thus, much researcheemsdone to develop
efficient methods to extract features. For example, skinrcghape, and 3D model
of hands can be used as the features; these are describeuh iim tilne next three
subsections.
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Figure 2.6: Vision based hand gesture recognition techniques (Reprinted from Rautaray
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2.4.1.1 Skin color

The most important element in skin color approaches is thisa of the color space
that is used to detect hands. There are many color spacesastBB, HSV, YCbCr,
and La*b*. If the proper color spaces are used according ¢oetkperimental per-
spective, several problems, such as different illumimatiad cluttered background,
can be solved suitably. Bradski (1998), Kurata et al. (2@0i) others have proposed
many methods robust against illumination variance. Seglloeret al. (2000) for a
comparison of the performances of various skin chromgtioibdels.

Another problem is the cluttered or similar-color to handskgrounds. If the color
of the background is similar to that of the hands, or therenaamy objects in the
background, then skin color approaches can be ineffecligesolve these problems,
Rehg and Kanade (1994a) proposed the method of backgrobh@dstion. However,

it has the assumption that the camera systems in be fixedms tef the background.
There has been extensive research to overcome this proBlake(et al., 1999).

In the present research, RGB color spaces are used to exénads from the images
and video. The research assumed that the background satatillumination is not
much changed.



Chapter 2. Background 15

2.4.1.2 Shape

The shape of hands has been used to detect hands from thesirdesgalready intro-
duced, the contour of hands can give much information indeéget of camera posi-
tion, skin color, and illumination. The contour line is oioi@d by the edge detection;
however, many edges (other than contour) are indented byrtethod. Therefore, in
order to obtain the precise contours of the hand and incredigdility, sophisticated
pre-processing and post-processing are needed. Typeggrpcessing is the smooth-
ing of images, and typical post-processing is thinning.

Phadtare et al. (2012) proposed a method using 3D hand sbhfssed by Kinect.

The shapes of hand are obtained by Kinect, then the contdéthvdetermines the
hand shape, is compared with example shapes in the datdlstsspe of hands is used
for detecting hands, the similar shapes have to be used dathbase for comparison.

the whole shape of hands can be used, but also shapes of pa@sds, such as
fingertips. Song and Takatsuka (2005) developed a fingetipgimterface with stereo
vision in real-time. A 3D fingertip tracking system is usedwever, it requires the
careful calibration and efficient localization algorithendbtain proper performances.

The proposed method uses the contour information of hantiseslge detection and
skin color methods.

2.4.1.3 3D model

This approach is the method of using 3D models in order toctiéte hand in images.
Hands move fast, and there is self-occlusion in the images, is difficult to detect

or find the corresponding real hand motion. This problem @asdived by using 3D
models that have enough degrees of freedom to represens.haheé joint angle of
the hand can be obtained from a kinematic hand model, s@selfision problem and
other problems can be solved thereby.

Many researchers have developed various 3D hand modelsna8aiet al. (1998)
proposed a method to estimate joint angle of a hand and réfan80R shape of hand.
When the initial approximately-3D hand shape model is givengh pose, such as
position and joint angle of hand, is obtained by using sysitheSubsequently, these
parameters are refined by covariance ellipsoid of a proibadistribution. From these
processes, the precise pose of the hand can be obtainechd Eemaii (1995) proposed
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a method that can automatically analyze 3D hand posturg s$areo images and a
deformable model framework to fit a 3D model of the hand int® ithages. They

can estimate 27 interacting hand parameters, such as fmgéapgles, so they can
reconstruct 3D hand posture using these parameters.

2.4.1.4 Motion

Motion approaches have been less used than the other appspas these approaches
are required a complicated setup for hand motion detectiomea Cui and Weng
(1996) and Freeman and Weissman (1995) proposed the messachimg that the
hand motion is the only motion in the images from the video.

2.4.2 Tracking

Tracking is the process to find the hands or objects from tlag@s on a frame to-frame
basis. In other words, when hands or objects are movingitrgén image sequences
indicates continuously identifying hands or objects lawa(Lepetit and Fua, 2005).
If the detection methods that were introduced above seatie®nough fast to extract
the hand at the desired frame rate, then this method can decaséinuously to track

the hands. However, this is very difficult since the hand msoxery fast. Areas of

research for the solution of this problem are explained ériéxt section.

2.4.2.1 Particle filtering

Particle filtering, such as by condensation algorithm (Isard Blake, 1998b) or Monte
Carlo filter (Doucet et al., 2001), has been used to track tiseipn of the hand. This
approach can model the location of the hand with a set ofgbesti It has the advantage
that it can be used more generally than Kalman filtering wisatestricted to use of
Gaussian distributions. In addition to this advantages thethod does not require
the linearization of the relation between the state and oreasents. However, if this
method is used for a complex model, then it requires manygbestto track the hand,
and thus has high computation requirements, particularlgigh dimensional models.
To overcome this problem, Isard and Blake (1998a) proposeddensation algorithm
which is used reduced dimensionality by modeling commonly#n constraints. This
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algorithm is used to track curves against cluttered baakgts, and it operates in real
time.

2.4.2.2 CAMshift

The principle of mean shift algorithm is the base of CAMshifjorithm. The term

CAMshift refers to continuous adaptive mean shift. Meaifitgha kernel based track-
ing method that uses density based appearance models &seaptargets (Yilmaz
et al., 2006). Kernel means the object shape and appear&ocenstance, the ker-
nel can be a rectangular template or an elliptical shape.dypaiting the motion of
the kernel in frame to frame, objects can be tracked. Comynparametric transfor-
mation such as translation, rotation, and affine is formedHe kernel motion. The
CAMshift algorithm has been widely used because of theivelgtlow computation

complexity and simplicity (Bradski and Kaehler, 2008).

2.4.3 Recognition

The previous steps, detection and tracking, are the presdssobtaining the precise
features of the hand from the images. Recognition is thediagt to interpret the
meaning of posture and gestures. To this end, after obtpimiacise features, the
recognizer has to be made to use these training gesturegemghize the new input
gestures.

There are many techniques to make a recognizer for visioeddaand gesture recog-
nition. For example, the template matching technique camsleé for recognizing the
static gestures, while hidden markov models and finite statehines can be used for
the dynamic gestures; thus, the techniques such as HMMs aki$ lRave to handle
the temporal aspect as well as spatial aspect (Lee and Kig®)19hese techniques
are referred to as automata based methods, which are cothpbaeset of states and
transitions. Set of states represents the static handrgessuch as posture of hand,
and set of transitions represents the temporal or prok#ibilnformation, which rep-
resents changes to the states. Since these methods casergpesnporal information
with set of states, a dynamic gesture is considered as algthtarts in an initial state
and ends in a final state. The computation complexity of themaata based methods
is large because if there are many gestures to be recognizedrny states, then its
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computations for joint probabilities are to be complexed.

Some techniques for static and dynamic gesture recognitere introduced as fol-
lowing subsections.

2.4.3.1 K-means

The K-means algorithm is a clustering algorithm that can firelspace (in the entire
data distribution) where the data are most concentrateny@,.[1982). The basic step
of k-means clustering is simple. At first, the number of austand center of these
clusters have to be determined. Subsequently, the distdrezch object to the cen-
troids of clusters is computed. Euclidian distance is comignased for computing
the distance. Using these distances, groups the object! lmaseinimum distance.
This process is repeated until the iteration number sea@yrés over or there are no
improvements in the distance errors.

2.4.3.2 Hidden Markov model

HMMs have been widely used for, inter alia, speech and gestgognition. The
HMM is a doubly stochastic process model, as a process thabté®e observed can
be estimated by other process of observation in this modebther words, hidden
states cannot be observed directly, but can be inferredigiran observed sequence.
Probabilities of output symbols in each state are compugeelsimating the param-
eter of HMMs. A number of hidden states and observed statepise an HMM,
and each hidden state has a transition probability withrdtidelen states. There are
some different models, the ergodic model and left-right etgidr the topology of hid-
den state transition. The ergodic model is a fully connetdpdlogy where all states
are connected with each other, so each state can change titleealstates with one
transition. Left-right topology is the proper type for thgut changing over time, and
indexes of state are always increased when transition fzlkes. The more detailed
explanation of the HMM follows.

There are many terms and notations in HMM. For convenielngenotations of dis-



Chapter 2. Background 19

crete HMM are described as follows.

O =0,,0y,...,07 : Obsersved symbol sequence
V =v1,Vo,...,Vy : Set of possible output symbols
T = length of the observation sequence
M = number of observed symbols
Q=0q1,02,...,0n : Set of hidden states
N = number of hidden states
(2.1)
s = hidden state at time t
n=T§|T5 = P(s1 = @), 1 <i < N :initial state probability
A= ajj|aj = P(s+1 = Qj|s = qi) : probability of state transition from; ¢o g
B = bj(k)|bj (k) = P(w|s = q;j) : probability of output symbolsat state
A = (TLA,B) : parameter set of HMM model

The Observed symbol sequence has the observation vectong dicertain period of
time, T. For example, if observed output symbols are three dimeasidata,x,y, z,
then the observation vectay, also has a & 1 matrix. Initial state probability shows
the probability of each state ait= 1, so the sum of elements Tnmust be 1. If there
are three hidden states, tharwill be a 3x 1 matrix. Probability of state transition
matrix (&) shows the probability of transition from stétat timet to statej at time
t+ 1. Hence, the sum of the row in state the transition matrixtbd® 1. Probability
of output symbol(bj(k)), indicates the probability thaj is the output symbol when
the state igj; at timet.

HMM performs well in recognizing the time series data. It ladiscrete version
and continuous version for analyzing these data. In disd¢i®iM, input information,
which has continuous values, on the average, has to be nbblyfieector quantization
for using HMM with this information. However, if a stage ofater quantization is not
performed properly, it distorts the observations sequamckthus is a principal cause
of bad recognition rates. Hence, there have been studieg #i®continuous HMM
using Gaussian distribution to strengthen the recognrates using the input informa-
tion directly without vector quantization. For using HMM ieal life or applications,
three fundamental problems of HMM must be solved.

The first problem is the evaluation of the probability prableThis problem concerns
when the observation sequendg®) and various HMM model3) are given, how
P(OJ|A) will be calculated effectively, and what kind of HMM modelave the great-
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est probability of observation sequences. It can be solgatywa forward-backward
algorithm.

The second is a problem related to the optimal state sequ&heeproblem concerns
how the best optimal state sequeri€@= qi,0p,...,qn) Will be found when the ob-
servation sequencég®) and a HMM modelA) are given. It can be solved using the
Viterbi algorithm (Viterbi, 1967).

The third problem is the most significant. This problem isted to adjustment of
model parameter, and how the model parantetéy, B) will be estimated to maximize
P(O|A). The Baum-Welch parameter re-estimation algorithm has lsed to solve
this problem (Dempster et al., 1977). Each solution of thebj@ms is now briefly
explained , as explained in (Rabiner, 1989).

The forward-backward algorithm is the simplest method gigiellis which is com-
posed of all possible state sequences about the obsergatirences in length to
obtainP(OJ|A) as in the equation below.

P(O[A) = gP(O,QP\) (2.2)

whereQ = qy,0p, ...,qn. In this case, all possible number of state sequencel are
and its complexity i€(TNT). Therefore, it cannot be used in a very simple problem.
To solve these problems, forward algorithm and backwardrétgn are used. These
methods are simple. In the case of forward algoritR(Q|A) is easily computed using
forward variablen:(i) as in the following equation.

ai(i) = P(O,s = qj|A) = P(01,02,...,01,% = Gi|A)

N _ (2.3)
P(OA) = 3 ar(i)
1=
In a similar wayP(OJA) is easily calculated using backward variaB{€)
B[(I) = P(0t+170t+27 70T|St = Qi,)\)
(2.4)

POR) = 3 mibi(o1)Ba(i)

Using these two algorithms, the complexity becor®¢s N?).

The Viterbi algorithm has difficulty in determining the exatate sequences in the ob-
servation sequences; however, the Viterbi algorithm cantifly the best optimal state
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sequences. There is also some variable called delta whibéfiised in the equation
below.

o(i) = maxSt P(s1S2...& = i, 0102...0t|A) (2.5)

This variable is that the largest probability that has a pasisne t with t observations
and state); at time t. This variable can be represented as a formula.

541(]) = max( (i)ai o (01 (2.6)

Using these variables, the best sequential track can baebta

Baum-Welch re-estimation algorithm is used to obtainkhe (A, B, ), which makes
the maximum probability?(O|A). This is the most important problem to determine
the performance of HMM. This also involves the expectaticaximization (EM) al-
gorithm, using the stage of maximization and the stage oéetgbion. This algorithm
is continuously used unti(OJ|A¢,1) becomes smaller tha®(O|A;) or some fixed it-
eration number. This will be explained in more detail in Cleagd.

HMM has been widely used in the statistical method usingingi data for the recog-
nition of speeches or gestures, so it has already been usadaus fields.

It has been widely used in speech recognition, and it show®d guccess rate. Baker
(Baker, 1975) proposed the DRAGON system, representing eathe important
sources for the recognition of continuous speech; in aultitihe research of many
other applications on speech recognition has flourishetl(@&ad Jelinek, 1975; Bahl
et al., 1983; Jelinek et al., 1975; Juang and Rabiner, 1984iner and Juang, 1993).

There have been numerous studies concerning off-line aditi@handwriting recog-
nition (Hu et al., 1996, 2000; Plamondon and Srihari, 2000ff-line handwriting
recognition means that hand-written words or sentenceseamgnized through the
scanner or other methods. On the other hand, on-line hatwlgvriecognition in-
volves recognizing words hand-written with an electroregide. In on-line handwrit-
ing recognition, the information of x and y coordinates al®ach digit can be obtained
in a real time. Motion video tracking or stock price predictiare other popular appli-
cations using HMM.

There have also been researches for designing the conwotwses using internal
memory in various autonomous agent fields using HMMs (Yimlgimd, 2013b). This
is because HMMs are sometimes referred to as ProbabiliSidsHPFSMs). PFSMs
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have the ability to move other states, in contrast with DFStigs, if the PFSMs can
be used for the control structures of agents, it will makeptwerful performances to
the noise inputs.

There are two HMM architecture relating to the methods ofatemitted symbols.
The first architecture is state-emission HMM, which takes filrm of Moore ma-
chines. In state-emission HMM, output probabilities cancbeputed a(vw|s =
gj) = P(bj(k)). In other word, the output symbols are only observed at etatk.s
On the contrary, the second architecture takes the form @iyvimachines, and it is
named arc-emission HMM. The output symbols are observadglstate transition in
this architecture, so its output probabilities are cal@ddyP(v, s = qj|s—1 = ).

2.4.3.3 Finite state machine

Finite state machines are the methods that use finite nurabstates to train the ges-
tures. This approach is used for various fileds other tharofrgestures. For example,
FSMs have been used to encode internal memory in evolugi@manputation, and it
has shown a good performance with complex problems (Kimg28@m and Kim,
2012, 2013c).

It is a mathematical model that was developed for practipalieations. FSMs are
considered as a Mealy machine model (Kohavi, 1978), whictormposed of states
and actions and has good properties to understand simpl@mestnuctures.

FSMs are defined a&d = (X,I,S 5,0, w). X is a finite non empty set of input values;
I" is a set of output valueS§is a finite set of statesy is the initial state, which is an
element ofS; d is the state transition function; aindalis the output set.

The data distribution of gesture recognition systems isesgnted with state§ In
these machines, only one state is taken at each time stepreetto as current state.
There are state transitions, where the current state igyeldato another state, which
is called next state by the fixed rules. The next state andutpubare a result of the
current state and input.

In many cases, deterministic FSMs, also known as detertitifiisite automaton, are
used for solving the complex problems. The next states inNl&=&e uniquely deter-
mined. In other words, it cannot change other states exoephat which is already
determined. However, when the input sequences have ndis&VIB can make wrong
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Lal

Figure 2.7: Label sequence corresponding to part of the data (Reprinted from Hong
et al. (2000b))

decisions.

Several previous studies have used FSMs approaches forgestognition. (Hong
et al.,, 2000b,a) proposed the method that models each gemsuan FSM. In this
method, gestures are modeled as an ordered sequence ®irstateeFSMs approaches.
Figure 2.7 shows an ordered sequence of states for a ceesturg.

The training of the gesture model is done off-line with vasalustering algorithms
to cluster the gestures in the spatial spaces. Throughdlmeng phase, the character-
istics of each state that comprises a gesture are deriveén\tie clustering phase is
worked, they assumed that the variance of each clusterti®so. Therefore, it has
same cluster size. The number of states (clusters) is a kegeoo in achieving high
recognition success rates, and it is determined accordiniget applications. Fewer
training sets are needed in FSMs approaches than the HMMeages, because the
trajectories of gesture in space are the most importarriaat the former approach.
Therefore, if there are suitable training data sets forugest the numbers of sets are
not important factors, unlike in the HMMs approaches. Atftex clustering is com-
plete, the distances between each data point and the cétasters are computed to
assign the clusters to the data point. Each data point chdbseeclosest cluster from
among all clusters. After assigning clusters to each dat#,gbe alignment phase be-
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gins to align the data according to each assigned clusteh &sa point is reassigned
to the state to which it belongs in accordance with the timietotigh these training
works, the gestures are redefined as the ordered sequerstatest

Subsequently, the gesture recognition can be performadeounking trained FSMs.
When the input gestures are entered to the FSM recognizbg ihput data is passed
through all state sequences and reaches a final state, thenpilt gesture is rec-
ognized. Bobick and Wilson (1997) also proposed the methoerevthe gesture is
considered as a prototype trajectory in a 2D space.

Detailed explanations of properties of FSMs and recogsizased on FSMs are intro-
duced in Chapter 4.

2.5 Application of Hand Gesture Recognition

There are many applications using gesture recognitiohydinmg of recognition of sign
language (Starner, 1995) or recognition of face expressiontracking or recognizing
gestures, input images from the camera are analyzed. Meitileo tracking or stock
price prediction are another application using HMM.

An important applied area for gesture recognition techesgis communication ap-
plications - that is, interpretation of sing language. 8is@n languages consist of
gestures used in human-human style interaction, it cameaibt for gesture recog-

nition research to help towards this direction and devethepniethod for use in HCI.

Starner and Pentland (1997) and Kadous (1995) proposecddeeth recognize 40

words of the American sign language and 95 words of the Alistraign language,

respectively. Murakami and Taguchi (1991) recognized ffiatier and sign words of

the Japanese sign language, while Imagawa et al. (1998¢mgpited a bi-directional

sign language translator.

Virtual reality(VR) application is a relatively new field iHCI. VR applications use
gestures to manipulate the virtual objects or other peogieguuser hands or body
while navigating in virtual environments as second life (Bs et al., 2007), 3D dis-
play interactions (Sharma et al., 1996), or Lively from Gleogn addition, there are
many other studies on interaction with and manipulationlpécts in virtual environ-

ments using hand gestures (Boulic et al., 1996; Bryson, 19B6ese can be divided
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into three subcategories according to the degree of paation of user in virtual en-
vironments: non-immersed interaction (Segen and Kuma&8),$emi-immersed in-
teraction (Krueger et al., 1985), fully-immersed interact(Song et al., 2000). Non-
immersed interaction is that where users are not represéemtine virtual environ-
ments; An avatar is used in semi-immersed interaction,eMders are represented
and participate inside the virtual environments in fullyanersed interaction.

Hand gestures can be also used to control robot movementglbyg from cameras
located on the robot (Goza et al., 2004); thus, it can boesettectiveness of human-
robot interaction. This application is slightly differetat fully-immersed interaction,
because this application is performed in the real world.kBeet al. (1999) proposed
robot platforms for manipulating and instructing robots.

In 3D modeling applications, using hand gesture can fatdiintuitive designing or
manipulating of 3D objects. Users can design, create, anlal@D objects in a more
natural way, as in 3D animated movies, since neither a keyhaar mouse device is
used. Zeleznik et al. (2007) and Kiyokawa et al. (1996) asrgdes of applications
where hand gestures help in the creation of 3D models.

There are also many applications that can be used for honm@mgpgs in a house.
Recently, the houses where these applications are usedbbawereferred to as "in-
telligent house”. User can turn on/off the light, adjust psrature, or manipulate the
television using hand gestures. Freeman and Weissman)(fi88§fosed a system that
uses these applications for manipulating television, ssscdjusting volume, changing
channels, and turning the television on and off.

2.6 Summary of Chapter2

this chapter is concentrated on the explanation of visisetidhand gestures, since
it is more intuitive of HCI. The concepts of hand gesture gggtion and the various

techniques for detecting, tracking, and recognizing thedhgesture are examined in
this chapter. Each technique has pros and cons; neveshélésese techniques are
properly used in accordance with the intended usage, thed gerformance can be
obtained in hand gesture recognition. The various apphieatare also introduced

where the recognition systems for hand gestures can be misedlilife.
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Hand Shape Recogntion

In this chapter, a method and system is proposed that casifgland recognize the
input images obtained using a web-camera without using apgresive devices such
as gloves or marking. The American Sign Language (ASL) fuspeling alphabet
is used to verify the performance of systems. Sign-languagegnition is a difficult
problems, as there are many factors to decide the mean oé#itergs, such as shape,
posture, and movement. Stokoe (2005) said that there ane sigd finger-spelled
English words in sign language. The former distinguishesdign language using
hand posture, position change, or movements. The lattgrfonuses on the shape
of the fingers, not on the position or movement of the hande. fitger-spelled word
has a one-to-one correspondence with the letters. Varietisads have been used for
recognizing the gestures and poses of the hand in the forser €or instance, Cutler
and Turk (1998) developed a real-time recognition methaadgusptical flow of hand
motion. They used optical flow to estimate and segment thembtobs. Glove-based
input is also used for hand tracking in several fields (Sturarad Zeltzer, 1994).

The present study focuses on the recognition of AmericanSagguage (ASL) finger-
spelling alphabet based on vision using a cheap webcam.eTdrerseveral similar
studies proposing and testing methods to classify the ASjefispelling alphabet.
Yoruk et al. (2006) proposed a method using the shape of thd k#houette for
recognizing the individual hands. Pugeault and Bowden 12@%ed Kinect to use
depth information of images with standard intensities chg®s. Van den Bergh and
Van Gool (2011) used a Time-of-Flight (ToF) camera and RGBiera for gesture
recognition. The images obtained by RGB camera are mergiddepth images that

26
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are obtained by ToF camera. Munib et al. (2007) proposed haddiased on neural
network and Hough transform with 20 different shapes of hafftey used the edge
filter to obtain the contour of fingers.

In the method proposed in the present dissertation, teabrigf image processing are
used for obtaining an accurate center of input image foisdiaation. There are three
parts of image processing in the proposed method (see thsuiesection for details).

The 25 hand shapes including 24 letters, were used for tisseda J and Z were ex-
cluded from the classes, because these letters comprisersmxg. The experiments
were performed with two cases: first, the classification #mheclass; second is the
classification for grouping classes that were grouped ohdkes of similarity of shape.
The hand model proposed in this dissertation, Hand Contectov(HCV), has an abil-
ity to classify the ASL finger-spelling letters that have ganshapes such as 'A, 'E’,
'M’,’N’,’S’, and 'T". This shows the better performancesah with the existing meth-
ods. However, when static gestures are used for HCI congexts as TV and smart-
phone control, some of ASL finger-spelling letters have tgtmiped. This because,
in order to distinguish the finger-spelling alphabets traatehsimilar forms, extra im-
age processing is needed to extract more abundant infaimathese processes have
high computational complexity, and, thus, are hard to wonkeal-time. Therefore, in
these applications, the static gestures that can be dissimgd with certainty are com-
monly used. This dissertation shows the results of bothscasel the performance of
the proposed method will be compared with the methods pusiystudied.

320x 240 images are used for the experiments. 3000 finger-spellphabet images
are obtained (120 images in each class). These images waiaexbby four partici-
pants who are non-native to sign language.

This section is to be prepared for submission as a scien@fep(Yim and Kim,
2013a).

3.1 Methods

Various hand shapes are tried to classify using only visuyalt. There are three parts
in the proposed method. First is the "Hand Extraction”, vhig designed to find the
hand from the image for finding the center of the hand andiligton of distance

between center and edge pixel. This distribution is calkeHand Contour Vector set,



Chapter 3. Hand Shape Recogntion 28

V
Cam
/% Support
" beam Connection
| line
White F’ Field of View % ombp
Panel b (FOV) y

~o -

Figure 3.1: The structure of the experiment equipment.

shortly HCV. Then the images are changed into one HCV setdrsécond part, the
process of data collection progresses using the first onméding a reference data
set. The third part is classification, where one HCV of curmerage is compared with

HCV data set. From these processes, the system can clémssifand shape of different
letters in the ASL alphabet. Then detail process of abowetparts is checked.

3.1.1 Experiment environment

In the present experiment, only a personal computer andamelfcogitech Webcam
C160) (and human patrticipants) are used. The computer tedlfRhcore(TM) i5-2500

CPU (3.30GHz quad core), and MATLAB 2011ais used. A whitegb&used to find

the hand portion. Then, the experiment is conducted withoytocclusion. Figure
3.1 shows the experimental setting. In the experiment,@esiight hand is positioned
on the white panel, and then the region in the field of view (F@«hecked and the
images are transferred to the computer in real time. The atenphen calculates the
algorithm.

3.1.2 Hand information extraction

In this part, hand information is extracted from a singlegmaThere are many mid-
processes which are for locating the hand. The objectiviisfcourse is finding both
the center of the hand and the distribution of pixels. Thiea size of images (input or
reference image) are reduced to smaller ones.
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3.1.2.1 Skin detection using color information

First of all, the pixels are collected using RGB color valber one single picture from
the camera, the RGB color value of all pixels is checked. 3twé&l values are set and
pixels that are the candidates of pixels in the hand are iftesht However, there are
some two types of errors possible here. The first (typel)asdantification of other
pixels which are not in hand but satisfy the threshold vallree other (type2) is pixels
in the hand region that do not satisfy the threshold valu€idnre 3.3 (a) is the origi-
nal image and (b) is the output of this process. There are twwa which have some
text, indicating typel and type2 errors. Then these errave ho be compensated to
improve the performance. In this part, RGB instead of YCHGZV or L.a.b. color
space is used, which are widely known as robust methods ofdsdiection. In this
case, the hand from the image can be properly found witheut tin the restricted en-
vironment. However if there were some changes in enviroen@hgreater robustness
of detection was needed, then the addition of these couldsbution.

3.1.2.2 Noise removal

The binary image is acquired from the first process, and ngowimdow is used to
eliminate both types of error. In this part, if the center & detected but there are
many pixels in the window, then it changes the center to bed¢néer of the detected
pixels. In addition, if the center is detected but there avepixels in the window, then
it changes the pixel to be a not-detected one. In Figure BeRinciple of this process
can be shown. The window to all pixels is moved except for threlér of the picture.
Then the noise-removed images can be obtained.

Figure 3.3(c) shows that these errors are removed. Theen#re hand pixels without
any hole and the errors in the outside of the hand regionjdieg the wrist part. The
wrist can be eliminated by some using restriction on therenvnent, like wearing a
long sleeve. However, since long sleeves cannot be asstineechodel which can be
operated with or without the presence of a long sleeve daiing the writs.
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Figure 3.2: Principle of noise removal using moving window. The window which is

represented the square with 9 empty space means the moving window with size 3. The
red circle means the tested position. Then type 1 error is changed to be detected one
which is represented by deep blue one and type 2 error is to be removed one which one

is light blue.

<typel

type2

(@) (b) (c)

Figure 3.3: Example of hand pixel extraction. (a) is the original image. (b) is the skin

detected binary image by using RGB color value. (c) is the image after noise removal.

3.1.3 Hand edge extraction

In this paper, the distribution of the outer edge of the handsed. The edge of the

hand is found by suing a Canny Edge Filter. With proper caefits, the edge can
be found. To classify various hand shapes, this edge infowma crucial. Therefore
this edge information is saved for future processes. Inrfei@#, the output of edge

detection can be checked. (a) is the original image and ¢theisletected edge image.
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Figure 3.4: Example of edge detection by Canny Edge Filter. (a) is the original image

and (b) is the edge image. The black line means the pixels on the edge.

3.1.3.1 Making temporary center

The center of the hand have to be found to find the distribufitrere are two steps in
finding the center point. First is the traditional methodjahhhas been used in other
research. In this step, the center point is found by calitigahe mean position of skin
pixels. Then the distribution of the distances is calculdietween temporary center
and edge. Next, the mean of these distributions is savedmetmory. The center
point using mean of hand pixel is easily changeable by shaihe@ixels on the wrist;
therefore, the center point is updated using the mean vdlteporary distribution
(between edge image and temporary center) in the second&teppart is explained
in the palm extraction subsection below.

3.1.3.2 Finger part removal

The hand shape is largely determined by the finger gesturéhasd shapes affect the
center point of the hand. Therefore, a method which can rentio® finger part is
used. In this method, another moving window is applied. Thigdow is square with
a hollow point in the center of it. In the Figure 3.5, there soene blue transparent
hollow squares. This is the moving window. Then, the pixeltloa center point of
the mask is the target pixel, and the number of the edge pxelsunted in the blue
region, which is the outside of the window without an innestsm. If the target pixel
is in the skin region and the number of the edge pixel is ovetlireshold value, then
the target is decided in the finger part. In addition, if thgeéa pixel is not in the skin
region or if the target pixel is in skin region and there ang &xige pixels, then it is
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Figure 3.5: Principle of Finger Removal using another moving window. First is the
example image and the second is skin detected binary image. Then palm or wrist part
are collected using moving window and the last one is finger-removed image which is

sum of pixels which is not finger parts.
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Figure 3.6: Examples of finger-removed images. There are four set of image. Each

set has two images. The left one is the skin detected image and the right one is the

finger-removed image.

passed. Then the pixels can be cutout in the finger part.

Figure 3.5 shows the principle of this process and the fingeeved image in the right
end of the figure. The finger is not perfectly removed, but thtpat does not include a
significant part of the finger. Then some examples of fingeokad images are shown
as in Figure 3.6. The figure shows the output of the finger panbival. The upper two

cases show successful finger removal, and lower two casesssimoe fails. However,

the majority of the finger part is deleted.
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Figure 3.7: Principle of palm extraction. R is the double of the mean value of temporary
distribution which is calculated in 'Finger Part Removal’ section. Red dotted line means
the path of moving window and the blue translucent circle means the window. The blue
X means the center and the blue arrow represent the radius. The right one shows the
output of the algorithm. The yellow circle means the window size and the yellow box
in the center means the center point of the palm. The other four yellow boxes in the

border of the circle means the end points of window.

3.1.3.3 Palm extraction and finding center of the hand

There are two information sets here: one is with finger anather without finger. In

either case, the palm have to be found to find the robust cefitke hand. Therefore,
the finger part is removed as in the preceding subsectionn,Tthe patterns can be
observed in examples, as in Figure 3.6. As the wrist is thim finger-removed image
has a relatively large palm attached to the wrist. Then, #deps found using the
appropriate large circle. Next, the mean value of tempadastyibution is used, which
is calculated in 'Finger Part Removal'. The radius is diterad as double this value.

Figure 3.7 shows the principle of this part and its outpuhgsin example image. As
mentioned in the caption of the figure, two facts can be shdwme.first is that the size
of the circle is good. The double of the mean value is operasexh appropriate radius
value. The yellow circle includes almost part of palm. Thieeotis the center point.
The center point can be found using this circle, and the dupgood. Therefore,

the center point of other hand shapes is compared. In Fig8rel® center points are
well-detected. In particular, the second case of this ggmtasents the letter B in sign
language. Then, as the four fingers are attached to each titbgiare not eliminated
by finger removal. However, it can also find the center pasitio addition, the fifth



E iV

Figure 3.8: Examples of palm and center detected images. There are 7 example im-

ages with center. Yellow circle means palm position and the center of the circle is the

calculated center of the hand.

and sixth are special cases in which the palm does not faaathera. However, they
also operate well as center points in classification. Intamdithe case is checked
without wrist by using some clothes, in which the center sodbund with ease.

3.1.3.4 Hand Contour Vector(HCV) set extraction

Above this part, the center of the hand can be found. Retgrturthe whole edge
image, the new center can be added and the new distributiorbeacalculated as
the distance between center and edge. In this case, theakstreferred to as the
Hand Contour Vector(HCV), and the distribution as the HCY. $&om the center, it
tries to find the nearest pixel from the center at each andfer #is calculation, the
HCVs can be collected in all angles to make the HCV set. Thegdlsets are used
as classifiers. The image can be reduced into 360 numberséf(bli2 HCV set). If
there is no pixel in some i-th angle, then the zero value isrptite i-th HCV.

Figure 3.9 shows the principle of this method and the HCV nmfation. The first
figure shows the extraction HCVs in each angle. 1-degreesamegblution is used.
Then the 360 HCV numbers can be gotten, as in the second Figuadly, one hand
image is changed into an omni-directional 360 number of HCVs

3.1.3.5 Median filter

Figure 3.9 shows that there are so many zero values betwegtboeng angles. They
are generated by the angle resolution and detection. Wieeabervationis zero, there
are many omitted values. This is called the zero-back efitoen, the median filter is
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Figure 3.9: Principle of Hand Contour Vector Set Extraction. The left one include Center
of the hand, Hand Contour Vectors and the edge of the hand. The right one show the
distribution of the distance between center and edge which is equal to the length of
HCVs.
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Figure 3.10: Examples of the median filter

used in the HCV set data. The median filter operates to pickheprtiddle value of
neighboring values, except for itself, using a moving wiwdbat is 4pixels/1degree (2
pixels in left and 2 pixels in right). Then, the single zetack errors can be modified.
Figure 3.10 shows the effect of the median filter. The HCV seebuilt in 2D using
both length and angle. There are many zero-back errors ie §oger and outer palm
in the left one. However, after using the median filter, tremeesome advances in this
part. However, it can retain the wrist part which is true zdroen, the modified HCV
set can be collected, which has more stable distribution tha one without median

filter from one image.

The courses, as mentioned above, are the single procegsesdap single images.
The single image from the camera is changed into the singhé 8.
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Figure 3.11: Example images of 25 classes. Images from 1st to 24th are the alphabets

except 'J’ and 'Z’ which has title label on each image . 25th image means 'Love’.

3.1.4 Reference data collection

Prior to classification, reference sets have to be made,hwdrie used as classes in
classification. The classes can be made with many differand Ishapes. In the ex-
periment, 24 sign language letters and one single wordge”lave used. As letters 'J’
and 'Z’ requires a sequence, they are not used. Howevee Hrersome differences
between the images that are in equal classes. Repetitidghe shme shape can have
different configurations, and different people have dédférhand shapes. Therefore, an
efficiently large reference set of each class have to be noaglet thigh performance.

After getting images of all classes, they are changed inty' H€ls and only remember
HCV set information without images.
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3.1.5 Classification

Having the reference HCV set, the current input is classifilgerefore, the current
input is changed into an HCV set. Then, the proper class isddny matching it with
the reference data.

3.1.5.1 Normalization

After changing the current input, it has to be normalizede Tput data is normalized
with each reference datum. The mean value of each refere@desit is counted, and
the whole current distribution is changed with the ratiolsstn two mean values.

HCVs = {(L1°,010),(L2,02), - -, (L3sg, 0350 ), (L3s, O360°) }
360°

a=1°
a=1°

HCVg = {(L3:,870), (Loe, 0), -+, (Lasg, O350 ), (Laeer s Oze0r ) }
360°
! /360
Mi/:a_z]_OLa/ z 1
a=1°

NormalizedCurrentHCV _set

M.
% (L6 8), (L, 8), -, (Lisg, Bhsg.): (Lag - Bae0r)

nHCVY =

Numerical formulas represent the normalization proceashEHCV set has 360 num-
bers of HCVs. Then, the mean of the length value (L) is catedlaRation between
two mean values is multiplied to current HCV set. Then theuouis the solution of
this course. Then, each input can be compared with refetd@désets after normal-

ization.

3.1.5.2 HCV Set matching

Through the above steps, the HCV Sets can be collected asmeéesets. In this step,
the current data is tried to be matched with these refereztse Briefly, the one current
vector set is matched to the most similar one in the referetrcaddition, it can be
compared with the reference image set using all pixels inntege. However, this
IS not robust in either speed or performance. HCV model aatmally extracts the
hand information, and outputs for maintaining the infonmabf hand are small. Each



Chapter 3. Hand Shape Recogntion 38

Comparison

Reference HSV sets Current HSV set
[ HSV set 1 HJ'% 360°

-
: §| L1 L2 L3 .. L35 1360 |J=0
| HSV set 2 IJJ [ 1w .

1360 L1 |j=1°

0 ° P s e -
o o )
[ ° 0
| HSV set 24 I_IJ .
. r___________>| l360 L1 L2 .. L1358 1359 |J=359"
| HSV set 25 IJJ-*
0’ 360° '
Best ,
| HSV set class i | | Lo+t Lo+2 L8+3 .. Lle-1 Le | =@’
matched
case “Current HSV set is class i and rotated 8™

Figure 3.12: Principle of Hand Contour Vector Set Matching.

vector in the HCV set has both angle and length, and thereGfreéttors in one hand
shape when 1-degree resolution is used. In a normal sityatithere are M classes
and N reference in each class, the comparisons are doné/Nimes. However, the

angle variations have to be thought as the angle of the handtiknown and there

are no processes to find it. Therefore, the comparison is 860¢mes, at each angle
variation, to find the angle. Then the full calculation is 360 x M.

In each comparison, the sum of difference between two veotail angles is counted.
In the first 360 times of calculation, two vectors that have $ame angle are simply
compared. Next, one angle of all vectors in the current sgtamged and the compar-
ison is done again. After finishing the calculation in all Ersg then 350 differences
are obtained. The most small difference case is the scoleahatching in this class.
This can identify the most matching score with the most matchngle.

M . . . .
nHCV$,]:mI/X{( 3_07 €|_0+J)7( /207 /20+J)77( %5937 f?,59>+])7(|-f?,60’79%609+1)}
|

Aj=1°>> 07+ ] =010

_ 360° M;
MatchingScorgj = 5 {Li——; xL{, i}
’ i=1° Mi J

MatchingScore= min(MatchingScoreg;)

In the formula, j is the angle variation and ’j’ is changedird degree to 360 degrees.
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Figure 3.13: Overview of whole process

The smallest case ('MatchingScgyean be found as matching score of the class 'i'.
Then, M number of Matching Scores can be collected with eg@timal angle j, and
the smallest one among them is found. This is the answer withdlass i and angle j.
Similarly, in Figure 3.12, this process can be checked. gt scarlet squares are the
current HCV sets with angle variation (j degree), and theymaatched with reference
HCV sets. "Comparison” is matching process between cuardtreference. Finally
the optimal matched case with class i and rotation angleglataned.

3.1.5.3 Stabilization

The proposed model operates in real-time. Thus, the datatasned from the camera
and the output is shown at each frame. However, there are spark errors in the
output sequence. Therefore, some 1st order low pass filiénsOv® alpha value are
added, which means that some 0.1 weighted number to the alastated angle are
added. Thus, some spark errors are prevented in the outguersee. After that, the
past angle is updated using the current output.

0 =0a%0gq+ (1—0a) *Opew

(3.1)
Bo1d =6
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In the above formula, theta new means the calculated meathatalold is the past
one. Then, the final output is the theta, and the old one istagdssing the final one.

3.2 Experiment

Experiments are performed to check the proposed model wigefispelling alpha-
bets. A lot of variations were tested with both reference aed test sets: there were
4 participants with 25 classes and 120 images in each clziss 3000 images).

In the proposed method, the training phase is the same rasahat used for mak-
ing HCVs sets from the reference images. The processes &nddCVs sets from
webcam input images and to compare these sets with refeld@bks set are test
phases. Making a HCVs set process from an image, that isaheny phase, takes
0.336911 seconds. To classify one input image from the 2sekin the test phase
takes 0.490244 seconds. Therefore, it can be considered taa classify the static
gestures in real time.

3.2.1 Using one reference set of a participator

In this part, the model is tested using only one referencendeth includes 25 classes
with only one image in each class. Briefly, a reference segéfispelling alphabet
data set) consists of one image for each class in 25 classes.

3.2.1.1 Experiment with reference set

In this section, the algorithm is tested by using only a egfee set. The images in the
reference set are matched with reference set itself. Iir otbids, a training set is used
as a test set to check that the system works well.

Figure 3.14 shows the performance histogram of the expatimghe figure shows
100% success rates for all letters. It is obviously a reasenautput, because the
algorithm is compared with the reference set and test seif aamputes the difference
of each image. Therefore, if same image as the referenceeiisagsed, then it has
perfect matching, so there is no difference between reéareage and test image.

From this experiment, it can be confirmed that the proposstésyworks correctly.
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Figure 3.14: Test with same images which is used for reference set. X axis shows the

class 1 25 and Y axis shows the success ratio from O to 1.
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Figure 3.15: Test with various different input images of a participator who made a refer-
ence set. (a) The recognition ratio of each class. (b) The recognition ratio when similar

shapes of hand are grouped together.

3.2.1.2 Experiment with various images of a participator

In this part, the output performances are checked using@usiinputs of the person
who makes the reference set. The reference images usedsipdftiare the same
as the reference set used in above experiment. In other w2sd®ference images,
which include one image for each class, are used, and 20Q0fesrtaat are made by
the person who made the reference set are used to test thighaigo

Figure 3.15(a) shows the precision rate of this experimé&he letters that have the
distinct shape features of the hand show good performarid¢ese are 11 letters that
show more than 80% recognition rates: A, C, F, G, H, |, K, O, QaRd Y. Mean
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Figure 3.16: The perception ratio for each input letters

success rate is 76.6 %. Figure 3.16 shows the perceptianfoateach input letter.
For instance, the letter 'A’ could be given as input, while ystem may occasionally
perceive it as some other letter. The diagonal values offEigLL6 indicate the correct
recognition of a finger-spelling letter. Other values exdepdiagonal terms, denote
the misclassification. However, there are many hand shapebave the similar forms
to each other. For example, A, E, M, N, S, and T are similar thedher. All of these
letters’ shapes are the form of fist. Careful observatiorggiired to distinguish these
alphabets. It mainly depends on the position of the thumles&Hdifferences are hard
to distinguish, even by a person. Therefore, it is tried tougrtogether those that
have a similar shape of hand. Figure 3.17 shows the preaiaterof these letters. If
these letters are grouped together, then it shows more Sfnr8cognition rates, so
A E,M/ N, S ,and T, andR U), (G,H), (K,V) were grouped. Figure 3.15(b) shows
the recognition rate when some classes are grouped togdthénis case, if r was
estimated as u, it is also recognized. When r and u are grotipedecognition rate
of ris 93.75% and u is 87.5%. In case of g and h, both recognrates are 100%.
The recognition rate of k is 96.25%, and v is 75%. The meanigoectrate of this
experiment with grouping is 885%.

3.2.1.3 Experiment with input images of several participan ts

In this part, the output is checked using the input image$iefet people with a ref-
erence image that is equal to the one used in the above pad.eXperiments are
performed whether the proposed model can be used for othesrpeho did not make
the reference set. The algorithms do comparison referenage and test image di-
rectly, so it can beO presumed that if there are not any neferset of the participant
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A E M N S T precision
A 0.8125 0 0 0 0.0875 0.0625 0.9625
E 0.0125 0.675 0.15 0.05 0.0375 0.025 0.95
M 0 0.175 0.5625 0.125 0.05 0.0375 0.95
N 0 0.1125 0.25 0.4 0.025 0.1375 0.925
S 0.1625 0 0.0125 0.025 0.675 0.075 0.95
T 0.1 0 0 0.05 0.0875 0.75 0.9875

Figure 3.17: The perception ratio for A, E, M, N, S, and T. The precision in last column

shows the performances with grouping.
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Figure 3.18: Test with various different input images of participators who didn’'t make a
reference set. (a) The recognition ratio of each class. (b) The recognition ratio when

similar shapes of hand are grouped together.

making the test images, then it shows worse performancettieaabove experiments.

Figure 3.18(a) shows the result of this experiment. As shinrfigure, the experiment
with test set of a participant who makes the reference sévnpes worse. Its mean
success rate is 49.6%. This is because peoples hand dimgrsid finger-spelling
styles differ. However, if similar shapes of alphabets aceiged, then success rates are
also increased, as in Figure 3.18(b). In this case, meamfaezognition is 77.49%.
Figure 3.20 shows the recognition rate of A, E, M, N, S, andh@, ihalmost has 90%
precision rate. Even if there is no reference set of the perdm makes input images
as atest set, the performance of this experiment is not dad.nfeans that the systems
are effective for classifying the shape of hand.
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Figure 3.19: The perception ratio for each input letters

A E M N S T precision
0.523333 | 0.003333 0 0 0.093333 | 0.3233533 | 0.943333
0.01 0.376667 | 0.093333 | 0.113333 | 0.133333 | 0.186667 | 0.913333
0.01 0.243333 0.16 0.166667 | 0.106667 0.22 0.906667
0.003333 0.11 0.113333 | 0.286667 | 0.046667 0.37 0.93
0.07 0.086667 0.01 0.023333 | 0.333333 | 0.336667 0.86
0.133333 | 0.023333 | 0.006667 | 0.113333 | 0.076667 | 0.553333 | 0.906667

A | Z2(=Z(m| e

Figure 3.20: The perception ratio for A, E, M, N, S, and T. The precision in last column

shows the performances with grouping.

3.2.2 Using large reference set of a participant

In this experiment, larger reference sets are made thae iirgh experiments by taking
five images for each class. The reference sets are made byaot@pator. It is
expected that large reference set will improve performanitie letters in same class
but with slightly different shapes. Therefore each of the fiferent images in each
class have slightly different forms of hand.

3.2.2.1 Experiment with input images of a participant

The proposed model is tested using a large reference setnaitly test images from
one participant who makes the reference set. It is a simdpemments to that in
Subsection 3.2.1.2, however there are many images in eash fdr reference im-
ages. 2500 images made by a person who made the reference ased to test the
algorithm.

Figure 3.21(a) shows the recognition rate of this experiméfhean success rate is
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Figure 3.21: Test with various different input images of a participator who made refer-
ence sets and large reference set which is consisted of 5 images for each class. (a)
The recognition ratio of each class. (b) The recognition ratio when similar shapes of

hand are grouped together.
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Figure 3.22: The perception ratio for each input letters

A E M N S T precision
0.54 0 0 0 0.24 0.18 0.96

0 0.7 0.13 0.03 0.1 0.04 1

0 0.32 0.37 0.25 0.01 0.05 1

0 0.12 012 0.62 0.01 0.09 0.96
0.01 0.07 0.07 0.01 0.59 0.18 0.93
0.04 0 0.02 0.21 0.08 0.62 0.97

- »n Z2m| e

Figure 3.23: The perception ratio for A, E, M, N, S, and T. The precision in last column

shows the performances with grouping.

75.24%. Its mean performances are not better than the paafae in Subsection
3.2.1.2; however, there are many more letters that show thare85% success rate. In
addition, when the letters with similar shapes are groupgether, then the recognition
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Figure 3.24: Test with various different input images of participators who made refer-
ence sets. (a) The recognition ratio of each class. (b) The recognition ratio when similar

shapes of hand are grouped together.

rate is increased to 92.92%. In particular, when A, E, M, Ny&) T are grouped, the
recognition rates are more than 96%, as shown in Figure 3t28so shows better
performances than the performances when single referends ssed. When R and
U are grouped, the recognition rate of R is 91% and U is 99%.abe ©f G and H,

recognition rate of G is 100%, and H is 99%.

3.2.2.2 Experiment with input images of several participan t

The model is tested using a large reference set with manynestes from the other
three participant who did not make the reference.

Figure 3.24(a) shows the performance of this experimene mkan performance is
55.84%. When the similar letters are grouped together, ttemean performance is
80.91%. This experiment is similar with the experiment aftms 3.2.1.3. Therefore,
it also shows similar results; however, its performancesimproved, because it has
more reference sets to compare with the input images.

3.2.3 Using several reference sets of several participant

In this part, several reference sets are made with four perss00 reference images
are made that consist of 20 images total for each class. Hreréour participants,
so there are five images from each participant for each cla$é®r that, the 2500



Chapter 3. Hand Shape Recogntion 47

1 £ T T T 1re—®es © X—© & T
g8 T 9 [ A RS NET A W v o
Lo i e Y e FS R VS V ?Q
\ ’ ) (L v -] T
Vo [l :!l ! 0 1! :b ® RN o}
08/ g L RS 0.8 Lo
I} e Vo Vo [
' Vo v ® o v
i v v ' v
c ] v ' c '
S 060 o &ty 506 Y
[2) v ! ' [2) "
6 I ot " 6 v
(O] ° i ) i} ®
Loual ! o
504 u 504
v
o]
0.2 0.2

0 2 4 .é 8 10 1‘2.1‘4 16 18 20 22 24 26 % . )
finger—spelling alphabet finger—spelling alphabet

() (b)

Figure 3.25: Test with various different input images of participators who didn’t make

2 4 6 8 1012 14 16 18 20 22 24 26

reference sets. (a) The recognition ratio of each class. (b) The recognition ratio when
similar shapes of hand are grouped together. Mean success rate = 81.12 %(before

grouping), Mean success rate = 94.45 %(after grouping)
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Figure 3.26: The perception ratio for each input letters

different input images of four participants who made thesrefice sets for the test
set were used. These images are slightly different from e#dlobr. Mean success
ratio is 87.44%. This shows better performances than tHenpeances with only the
reference set. When the hand shapes that have similar foengs@ped together, the
precision ratio is increased to 96.72%. Therefore, it isficmed that the proposed
method works well when the participants save their hand endg reference sets. If
there are more reference images from the same particibentjts precision ratio will
be increased.

In this experiment, there are some problems with specifisqrex. There are some
good cases with high performances and other cases with Idarpgences. Thus, the
output of each person is shown.
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R U precision
R 0.903226 0 0.903226
A E M N S T precision U 016129 | 0.827957 | 0.989247
A 0.591398 0 0 0 0.397849 | 0.010753 1
E 0 0.806452 | 0.043011 0 0.11828 | 0.010753 | 0.978495 G H precision
M 0 0.301075 | 0.301075 | 0.311828 | 0.053763 0 0.967742 G 0.774194 | 0.225806 1
N 0 0.053763 | 0.064516 | 0.784946 0 0.096774 1 H 0.021505 | 0.967742 | 0.989247
S 0.043011 | 0.010753 0 0.032258 | 0.913978 0 1
T 0.043011 0 0 0.150538 | 0.204301 | 0.602151 1 K \i precision
K 0473118 | 0.322581 | 0.795699
v 0.086022 | 0.72043 | 0.806452

Figure 3.27: The perception ratio for group 1 (A, E, M, N, S, and T), group 2 (R and
U), group 3 ( G and H) and group 4 (K and V) . The precision in last column shows the

performances with grouping.
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Figure 3.28: Outputs of high performance participators. There are two participators(two

rows). Left ones (a and c) are the output without grouping and the right ones (b and d)

are with grouping.

This dissertation shows the 81.12% success rates for theetsswhen all 25 classes
as static gestures in groups of similar shapes are usede Bubcess rates include
the training sets, the performances are improved to 87.481%hawn in the results.
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Figure 3.29: Outputs of low performance participators. There are two participators(two
rows). Left ones (a and c) are the output without grouping and the right ones(b and d)

are with grouping.

Pugeault and Bowden (2011) shows the 75% success ratesstifglthe 24 ASL
finger-spelling letters without’J’ and 'Z’. They used Kirtéo use depth information of
images with standard intensities of images. As using Kirtbethand information can
be extracted in cluttered background in contrast with tlippsed method. However,
the proposed method shows the better performances. Itladsesshe better results to
classify similar shaped gestures, such as A, 'E’, 'M’, ’'NS’, and 'T".

When some of the ASL finger-spelling letters are grouped singithe real-life ap-
plications, the proposed method shows the 94.45% sucaessfoa the test sets. This
is improved to 96.72% with training sets. Van den Bergh and ®aol (2011) shows
the 99.54% success rates; however, they only used the siRdm®y postures such as
open hand, fist, pointing up, L-shape, pointing at the capssrd thumb up with RGB
camera and ToF camera which can obtain the depth informatiomib et al. (2007)
shows the 80% success rates with test sets, and it is imptod133% with training
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sets. They used Hough transform to obtain the silhouetteeohainds including the

inside of hands. Using Hough transform, they can class#ysthmilar shaped gestures;
however, they only used 14 ASL finger-spelling letters frdra 20 available. From

comparison with several studies, it can be confirmed thaptbposed method in this
dissertation shows good performance using only a cheapamebtreal-time.

Table 3.1: The performance comparison with other methods

Precision Notes
The proposed method 81.12% (total 87.44%) 25 ASL finger-spelling alphabets without 'J’ and 'Z’
Pugeault and Bowden (2011 75% 24 ASL finger-spelling alphabets without 'J’ and "2’
The proposed method 94.45% (total 96.72%) 17 static gestures with grouping
Van den Bergh and Van Gool (2011} 99.54% Six hand postures
Munib et al. (2007) 80% (total 92.33%) | 14 ASL finger-spelling alphabets among 20 ASL signs

3.2.4 Estimation of orientation angle

Unlike other hand recognition methods, the model can estitha orientation angle of
the hand. Therefore, the performance of angle estimati@msisd. The environment is
set with a protractor for angle measurement, and the handvedfrom 0-180 degree.
Photos are taken at 20-degree intervals and the hand’sdodatrecorded. Then, the
estimated angle can be found. Figure 3.30 shows the outghisoéxperiment. The

blue line shows the ideal case and the red line is the expetiméput. Output is

well-matched to ideal case; thus, the algorithm can eséirbath angle and type of
hand.

3.3 Discussion

There are similar letters which can result in mistakes issifecation like R and U.
There are four groups. Group 1 has A, E, M, N, S, and T, whicHisrghapes. They
look similar, although there are some little differenceshafmb positions. Therefore,
the proposed model, which uses contour of hand, should bk inghese parts and
show poor performance in the results. However, if the hamgshs made strictly the
same, then the right class using one hand can be found. Grbap K and V. They
are confused by the similar location of the thumb. Group 3®and H, Group 4 has
R and U. They are similar in boundary. Thus, if they are usexreal situation, some
signs are decieded, which are not in the same group and tinelyecaasily classified
over 90%.
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Figure 3.30: Angle estimation expeirment. X-axis is target angle and the estimated

output in Y-axis. Blue line shows the ideal case and the red line shows the output.

In addition, the systems show good accuracy for differenpjee even if the shapes are
similar; however, the recognition ratio of letter "X’ is pom every experiment. The
reasons are analyzed, and it is confirmed that it is recodragether letters that have
the form of a fist, such as A, M, N, S, and T in many cases. Mostoft is considered
same as letters T or N. In the result parts, X was not groupéu ather letters that
have the form of fist, because it is not considered as a sistilape. However, if X is
grouped with other fist shaped letters, then its recognii@a is increased to almost
98%. If X is grouped with T and N, its recognition rate is iresed to about average,
87.995%.

The better result can be obtained than the others. In this p#arge reference set is
made using participants who are testers. Next, the algoightested using both new
image input and references. The output is different withhgarson’s characteristics,
and the best case shows 94.08% without grouping and 98.88%gwauping. Outputs
of participants are shown and the individual differencesarserved.

Itis confirmed that the systems can classify well when theebaf classes are clearly
different. Sign language is used as tools of the experimBmerefore, the successful
classification can be done using some designated signdlfose that are good in the
above experiments). To successfully distinguish the sinfiand shapes, much more
image processing is required. This will be a subject foifertresearch.
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3.4 Summary of Chapter 3

The present proposed recognition systems that can cldssiBhape of hand. The out-
puts of the systems are checked using the proposed alganittin® experiment part. In
this part, 81.12% success is obtained when all 25 classesadeand 94.45% success
is obatined when the grouping method is used. Thereforgriygosed model shows
high success with grouping. Thus, it can be used for HCI cast®ich as TV control,
which uses some designated commands by matching someeagesiitin commands.
In the proposed method, the user should take pictures af hlaeid for the reference
images. This process is just a simple process to save thesn&ubsequently, the
user can use these systems to control or do something wiithhitweds. Relatively
few commands are necessary in this context, so if the usesdhe distinct different
images for the classification, accuracy will be high.



Chapter 4

State based approach to hand gesture

recognition

In this chapter, a method and system is proposed, which caigmnée the input ges-
tures that are obtained by using a mouse device and singlecarabra. Dynamic

gestures that express the user’s intended meaning arenreeddy the proposed sys-
tems.

The hand gesture recognition system based on Finite StathiMes (FSMs) with
probabilities is proposed. Several previous studies haeel FSMs approaches for
gesture recognition. Gestures are modeled as an orderedrsaxjof states in the
FSMs approaches. Bobick and Wilson (1997) proposed theadethere the gesture
is considered as a prototype trajectory in a 2D space. Thertgeof the gesture model
is done off-line with various clustering algorithms to dlersthe gestures in the spatial
spaces. The number of states (clusters) is a key concermhievaty high recognition
success rates, and it is determined according to the apphsa

Fewer training sets are needed in FSMs approaches than tivstydproaches, be-
cause the trajectories of gesture in space are the most tampdactors in this ap-

proach. Therefore, if there are suitable training datafeetgestures, the numbers of
sets are not important factors, unlike in the HMMs approache

Letters and numbers (® 9) are used as the input gesture to verify the performance

of the proposed systems. These inputs are suitable for oon§rthe performance of
recognition, they have various similar shapes; (for instag and q).

53
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In order to obtain the visual input from the camera, the samethads with chapter
three are used. After obtaining the centroid of the hand aryeframe from several
image processing episodes, these were used as the inpuiegesh case of the mouse
device, the positions of mouse cursor became gestures;ithpssitions are saved to
the data set. These input data are trained by two phasesalspastering and tem-
poral alignment. After training, several sorts of gestuaestested to the recognizers,
which are composed of the ordered sequence of states. Titisntas prepared to be
published in a journal (Yim and Kim, 2013d).

4.1 Gesture extraction

For training or recognizing the gesture of hands, data sets to be made. Data sets
are made using two different methods. First, the mouse desiased to make a data
set. Positions of mouse cursor became gestures, so thepssite saved to the data
set. The second method is using a camera and vision algorithather words, hand

gestures are extracted by a camera. Skin-color detecting BR&B color space is used
to detect the hand in an image. Then, the center positiortsediand are obtained by
using several image processing methods. These positienssad as the data set for

the experiments.

4.1.1 Experiment Environment

In the experiment, A personal computer, webcam (Logitechd&m C160), and the
human participants are only used. The computer has InteDRYTM) i5-2500 CPU

(3.30GHz quad core), and MATLAB 2011a is used. White panabed to find hand
portions. Then an experiment is performed without any atolu Figure 4.1 shows
the setting of the experiments. There are webcam, compatenection line and other
structure. In the experiment, a single right hand is moveddant of the white panel,

then the images are transferred to the computer in real tfter that, the computer
calculates the algorithm.
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Figure 4.1: The view of experiments

4.1.2 Mouse Gesture

Mouse gestures are used as the input for the experimentspdditon of mouse (x
and y) is obtained using the mouse input device. The data okegesture is easy
to extract, and noise is relatively small in this case, s & igood input sources to
confirm the performance of the recognizer. The position efrttouse can be obtained
using the "windowbuttondownfcn” function in Matlab. Usittgs function, numerous
data is obtained with various time steps. When the mouse isngavhile holding
down the mouse button, the position of the mouse starts ttobedsin an array. After
drawing the desired gesture, when the mouse button is ezgleaad the data until the
mouse button is released is stored in a new variable. Fig@shbws the drawing
environment and the result after drawing the desired gesflinis is an example of a
gesture that represents "zero”.

If the data obtained by the above process are used withoupr@pyocessing, some
problems occur, as shown in Figure 4.3. Figure 4.3 (a) andHb)v the same gesture
drawn in different position. If any preprocessing is not eépthese two gestures are
considered as different gestures. To avoid these problehes to be normalized. All
input data is normalized for the experiments. First, mimmualues of data on each
axis (x and y axes) are found. Then, the input data is suletldmt the minimum values
found in the above process. The minimum values of input dataach axis will be
zero. After that, the maximum values of input data on eack are found. Using these
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Figure 4.2: The environment for the mouse gesture. (a) The drawing environment (b)
The result after drawing the desired gesture
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Figure 4.3: Same gestures, (a) and (b) are drawn, but, since these two gestures are
located in the different place, they are considered as different gestures even if they have

same shape. Therefore, normalization is always necessary.

values, the size of input data can be freely adjusted. ThaWolg equation shows the
detail of this process.

Minyy = min(input(x,y))

INPUt(X, Y)qiixy = INPUL(X,y) — Minyy

Maxy = max(input(x,y)) (4.1)
INPUL(X) 41x = INPUL(X)allx * width/Maxy

input(y)y = iNput(y)aiy * height/Max,
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Figure 4.4: After normalization, the data has same maximum and minimum values. (a)

a case of two (b) a case of six

After normalization, the data that has the same maximumtfwadd height) and min-
imum (zero) values is obtained, as shown in Figure 4.4.

Each variable storing the information of desired gestusedpproximately 106- 200
sample points. Ten sets for each letter of the alphabet andumbers are collected,;
five sets among these data are used for learning, and then@éensiare used for the
test.

4.1.3 Hand Gesture

Hand gestures’ information from a single camera is also tmeithe input. The video
is recorded to obtain the information as 24@20 size. In this experiment, discontin-
uous hand gestures are used for the input. In other wordb, gesture is saved to a
different name. For example, if gestures from zero to niftegéstures) are used for
the experiment, then there are ten different variablescsave different names. To
obtain the useful information for the gesture recognitibis, necessary to extract hand
information from the image. Extracting the hand is done bpgia similar method to
that in Chapter 3. Skin detection using color informationssd to the process.

The proposed method can detect and extract the hand welieagser toned not hide
the wrist by wearing a long sleeve. Figure 4.5 shows the ptigge Although the
user’s wrist appears, the method can extract the hand posiell.

The objective of this course is finding the center of the haordttie hand position
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(@) (b)

Figure 4.5: When hand is extracted by the proposed method, it doesn’t matter that cuff

may appear or not.

Figure 4.6: The process to extract and save the hand information from the video. (a)
Detecting the centroid of hand. Red point. (b) The trajectory of gesture in the video. (c)

The saved data from the video (d) normalized data for the experiments
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information. The center of gravity for the region detectsdtee hand is considered as
the center of the hand and is saved as such to the gesturmatfon. Figure 4.6 (a)
illustrates the centroid value of the hand on the input imades center of gravity of
the hand is saved while the desired gesture is drawing. Af@wving the gesture, if
the centers of gravity of the hand that have been alreadylsaeedrawn on the video,
then the Figure 4.6 (b) can be shown. Figure 4.6 (c) showsxtiacted data from
this process. It is also necessary to normalize data forairegseason as with mouse
gesture. Figure 4.6 (d) shows the normalized data.

The center of the hand can be found from this part. The cefittéeedrand is used for
the location of 2D image positions of the hands of the useriisdused as the input
for the experiments. It is very noisy data and there are manwbles to be different,
even if the users draw the same gestures. Hence, the infomtaat can be easily
influenced by the environments such as the speed of handseatidh of movements
is not used. The position data are used for the gesture data.

The number gestures from zero to nine are made. Twenty Segabh numbers are
collected, and ten sets among these data are used for lgaamd the remainders
are used for the test. Figure 4.7 shows a set of number datasefiing the whole
trajectory on the images.

4.2 Finite State Machines for gesture recognition

Using data sets of gestures obtained by mouse device andaatme data is trained
and tested the performance of various recognizers. In #dua, the proposed rec-
ognizer is explained in more detail, which is a state-baggdaach with probabilities
for the hand gesture recognition. Before going to the rezegnthe data set should be
trained to make the proper forms. Training is divided into steps: spatial clustering
and temporal alignments. From this process, some parasitetbe used to make the
recognizer model can be derived. Through the training phesseh gesture is also re-
defined as the sequences of states in spatial and tempocal Sfizese redefined data
sets are used to recognize the gestures with FSMs with pifitesb
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Figure 4.7: Trajectories of hand gestures obtained by using single camera

4.2.1 Training phase

Gestures are data with spatial and temporal informatiotheie are two spaces: spa-
tial space and temporal space. Figure 4.8 (a) shows thesspaaes clearly. The

Z-axis in Figure 4.8 (a) indicates time series, and the X analx¥s show the cen-

ter position of the mouse or hand. If the data that are to beedaby the proposed

method are not properly aligned by preprocessing, it isatiffito train the spatial and

temporal information at the same time. It is desirable told® process easily, even if
the data are not aligned in time. Thus, these two spaces aceng@sed for ease of

training. In other words, the information on spatial and penal domains is separated
for the training. It is a similar process to that in the metipooposed by (Hong et al.,

2000b,a).
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Figure 4.8: The gestures of 'a’. (a) Distribution of data with spatial and temporal infor-

mation. (b) Distribution of data only with spatial information.

However, a new process is proposed to obtain better perfareseand the parameters
that can be efficiently used in the recognizer. This methadsis analyzed, comparing
it with the existing method in multiple ways in more detaihére are two phases for
training to recognize the gesture using the FSMs approachhd first phase, data
sets of gestures are dispersed in space ignoring the tehnpforanation and clustered
with several states, also known as the clusters. Theses stateexpress the gesture
data most fully to the sequences of states. The second phasalign the data using
temporal information using the sequences of states. Thenaeasition of these two
spaces (spatial and temporal spaces) for training makeirigathe data easy. The
training with decomposition of spatial and temporal infatian is effective because
the spatial information shows the structures of the gestata well, and the temporal
information shows the movement of gestures well.

This training process is a completely different processhat tn the HMM, which
have been widely used in speech recognition. HMMs are ofsex for modeling the
sequences of data in time, showing highly successful pedaoces. They are doubly
stochastic process models modeling via symbols reprddentéearly for stochastic
structure of the pattern, which is difficult to model. In HMMsbe states of pattern
can be represented by joint probability distribution oftesaand observations based
on the before and after time. Therefore, symbol sets for hraglenust be a type
that contains the context with respect to the time changetlamdinique features of
the pattern. First of all, the states of pattern have to beesgmted about time s,

to express the relation with the pattern of data and time. #hed, for modeling the
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process of being deployed, the states in timd,, 511, are represented by the equation
related with states in time Therefore, whes; equalsg; which can be also expressed
asith hidden states, the probability thet, becomeg; can be expressed ag called
transition probability, A, as in Equation 1. If there aretstasequences of a model
calledA of &, and Full-time calledT, the probability that the model generates
these states sequences is to be represented as the prothectrahsition probability
between the state of a series.

To model the pattern using representable symbol approdciedicate the probability
of symbols to occur in certain states, the symbol in timie represented a%. The
probability that the symboly, is generated to the state= q; can be represented as
P(w|s = ai) = bi(k). In other wordsb; (k) indicates the probability of output symbols
Vi at stateq, so, when there are the set of possible output symbols ihtiota T,
the whole sequences of states can be modeled by finding, gateg;, which have a
greater occurrence possibility of thgin timet. The above two parameter; and
bi(k), have to satisfy the following equation :

Yaj=1 for all i
J (4.2)

%bi(k) =1 foralli
With these properties, the parameters for madate optimized by using the Baum-
Welch parameter re-estimation algorithm or other algarghBaum-Welch parameter
re-estimation algorithm, which is also known as EM alganthusing the stage of
maximization and the stage of expectation, is the methodtaio theA = (A, B, 1),
which makes the maximum probabiliB(O|A). It is the most important problem to
determine the performance of HMM. Baum-Welch parameterstenation algorithm
is briefly explained below (Rabiner, 1989).

Assume that there are N number of states and M number of pesaitput symbols.
To obtain the optimized, a new variablé, (i, j) has to be defined. In given model pa-
rameters, which are not optimized, and observation se@sdsgmbols), it is indicates
that the probability of being in state= g; ands;.+1 = q;.
&(i,]) =P(s = Gi,5+1=10;|O,A)
_ P(s=0,511=2;,0[A

P(O[A)
at(i)aijbi(otH)BtH(j) (4.3)

3 3 al)ah O
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where forward variablex; (i) and backward variabl@;(i) are obtained by forward
algorithm and backward algorithm, respectively. U@, j ), the probability of being
& =g, Wt (i), can be defined with the following equation:

w() = ¥ & j) (4.4)

Using these two formulas the parameters of HM\ (A, B, 1), can be re-estimated
with following equation:

6 = y1(i) (4.5)

aj =t — (4.6)

W
. t=1,0i=v

tZth(D

whereTt means the probability of being i = ;. This re-estimation algorithm is
continuously repeated unti(O|Ai;1) becomes smaller thald(O|A;) or some fixed
iteration number. The input data can be recognized by seMdidls that have the
parameters trained by this process. It was proved that they & high success rate for
modeling and recognizing the data sequences, such asegestuspeech. To obtain
high performance in HMMs, encoding data sequences is irapbih its structures.
This process seems too complex. Although HMMs have supigrimodeling of the
data sequences, many data sets are needed to train theglegases. In other words,
since the observation data with high probability statedticat a certain state have to
be found, in order to increase the accuracy, relatively mdatp sets are required.
In addition, there are some missing quantities when propesrpeters are obtained
through training. It also requires a large amount of calooia so sometimes the
covariance matrix is defined as diagonal matrix to reducedhgutational complexity
problem.

The FSMs approach method with probability is proposed teestble problems that oc-
cur in training of HMMs. First phase of training only uses #patial information out
of all gestures data. Figure 4.8 (b) shows the spatial indbion of gesture, 'a’, ignor-
ing the temporal information. When there is only spatiabmfation, the distribution
of data is determined while clustering the data using a etursj algorithm.
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There are several algorithms used for data clustering. efblestering algorithms are
commonly classified as the unsupervised learning (Wagstaitt, 2001). Expectation
Maximization (EM) and K-means are two standard algorithorsdioing this process
(Alldrin et al., 2003). K-means algorithm is an algorithnfited thek number of clus-
ters (Linde et al., 1980; Verevka and Buchanan, 1995). At fire initial positions
of k clusters are set randomly. The distances between everypdathand center of
clusters are computed to assign the clusters to the data ji@oh data point chooses
the closest cluster from among all clusters. After thatheduaster center position is
updated by using all data points that are assigned in thateslult is repeated un-
til some conditions are satisfied, such as there are no massigned data points or
fixed iteration number. On the other hand, EM algorithm useaxure of Gaussians
to find the clusters given data point. There are mean and ieoxa matrixes of each
Gaussian, and the covariance matrix has forms, such asrdihgpherical, and full. It
depends on the organization of the data set. The initialnpat@rs (mean and covari-
ance) that are trained by using EM are initialized randombtpe result of the K-means
algorithm. It is also repeated to update the means and emaas of Gaussian.

These two algorithms have a lot of versions that differ ShghEM algorithm, es-
pecially GMM, is used in the method, and K-means algorithral$® used to set the
initial parameters of EM. Each cluster is called a state, @axch datum which is lo-
cated in spatial spaces is marked with class in the statesttied closest to the position
of each data point. The centroid and covariance matrix df state are represented as
the following equation. The distances between the centfoédch state and data point
are calculated by using Mahalanobis distance, which isigtarte between data point
and the center of mass in the state divided by the width ofltfpseid in the direction
of the data point, because the Euclidean distance canneisem adequately if the
data set is spread out over a large range or a small rangepiEseat this information,
standard deviation of the distance between data point ancktfiter of mass in the state
is needed. For this process, Mahalanobis distance is used.

Hi = E(X) (4.8)
i =E((X—pm)(X—w)") (4.9)
DistanceX, ) = \/(x—u)Tzi—l(x—u) (4.10)

whereX meangx,y)" andi indicatesith state. Figure 4.9 shows the result after train-
ing the gesture, 'a’, using the distribution of data in Fgdt8 (b).
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Figure 4.9: After clustering the gesture information, 'a’, without temporal information

For clustering data, the number of states is an importatafée affect the performance
of systems. In HMMs, it is fixed to train at the initial stepu# in order to verify the
number of states that shows the best performance, the perfme have to be checked
by increasing the number of states one by one. To solve thesaveniences, in the
proposed method, the number of states is decided by congpattin a fixed threshold
and average distances between each data point and itsstate@following equation.

IZ(N—M-)Z
N

. (4.11)
SumDist=

whereX; indicates the data point that is assigned toithestates and N is the number

of states. If the value dbumDistis larger than fixed threshold, a state is added to the

spatial spaces to represent more efficiently the compasifidata. For example, in the

case in Figure 4.9 case, there are two states at first. By tigrggorithm, the number

of states is increased to five states. The figure shows thapéugal information of

data are represented well with these five states.

Figure 4.10 shows the states position and distribution cii @mber gesture using the
mouse device after spatial clustering. Each number hadexafit number of states,
explaining each gesture better than with a fixed number tésta

After training the spatial information to assign states, second phase begins to align
the data using temporal information. Using temporal infation, each data point is
reassigned to the state to which it belongs in accordandethdt time. In Figure 4.9,
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Figure 4.10: Mouse gesture after clustering the gesture information

since each data point of the "a” gesture is assigned to tie istavhich it belongs in
accordance with the time, it can be represented as follows:

333-.-333222.-222111:--111555-- 555333 - - 333444 - - 444.

In the sequences of data, first state is only chosen to redéfngesture data among
the states that are repeated. Therefore, the "a” gestuedefined by this process

as 3—2—1—5— 3— 4. However, all data sequences in the same gesture are
not always the same. There are many identical gesture sdtsifaing in Figure 4.9;
however, each gesture has some possibility to have diffstarnt positions or noise.
For example, in order to draw the correct gesture in Figuethe gesture should start

at state 3, but sometimes the gesture starts at state 2.sloabe, the "a” gesture is
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redefined as 2» 1 — 5— 3 — 4. Itis a little bit different to the initial state; however,
the tendency of gesture is the same. To reduce misrecaogttiggoprobability of initial
states is computed that is similar withn HMMs.

It can be also recognized when a state transits to the otiteristing the trajectories of
gesture. Through this process, the transition matrix ahimng data can be computed.
This process can be represented as the following equatgng similar notation to
that of Baum-Welch algorithms.

S(t) = argmaxbi(Cy)) (4.12)
&(i, 1) = p(S(t) = g, S(t+1) = q;) (4.13)
T-1
&(1,) = t; & (i, )) (4.14)
y(i) = ii(i, j) (4.15)
. Hat(i,J)
aj = ES(I;) = t%l — (4.16)
3 Xi(i.J)

[y

S(t) means the closest state where a data point belongs at tirdéi, j) indicates
the probability of being in statg§(t) = g;,S(t + 1) = q;. It has a different meaning to
the & (i, j) in HMMs: the current data point and next data point are onlystered

to calculate the values @f(i, j). &(i, j) means the number of data points of being in
stateS(t) = g, S(t+ 1) = q; throughout the whole timey(i) means the number of data
points of being in stat&(t) = g; throughout the whole time. Through these parameters,
the transition probability matrixa;j, is computed.

Following equation shows the example of transition ma#ixof 'a’ gesture.

(09206 0 0 0 794
0.0556 09333 Q0111 O 0
A=| 0 00270 09459 00270 O (4.17)
0 0 0 1 0
0 0 00543 0 09457,

These transition matrix and initial state probability wik used useful to solve the
noise input problems in the recognizer system.
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Figure 4.11: Finite State Machines with probability of gesture 'a’.

4.2.2 FSMs approach recognizer

Through the training phase using spatial and temporal imédion, the gestures are
redefined as the ordered sequences of state. For instaacea, thesture is redefined
as3—+2—1—5—3— 4. Now, a recognizer has to be made, which can distin-
guish gestures using the ordered sequences of state fogeatire. The FSMs with
probabilities were proposed as a recognizer. The FSMs iscaimathat is composed
of a finite number of states. They receive the input data antt a® the transition to
another or the same state from the current state in resporike tnput. Using these
properties of FSMs, the redefined gestures will be repredeas the form of FSMs
with probabilities.

With transition matrix, A, and initial state probabilityr, the recognizer can be repre-
sented as shown in figure 4.11.

As Figure 4.11 shows, there are six states that are namecelyntimber. It is same
with the ordered sequences of state obtained by the trapfiage. There are two input
states, 3 and 2, because the drawing method of each perste chiferent. Number
4 state is an acceptor. Therefore, this machine will finisa mumber 4 state, called
accept state, if all states in the gesture recognizer aversed. If that happens, the
input gesture is considered as an "a” gesture. That is, & gaints of a gesture passed
through every states of gesture recognizer, then the "augess recognized.

For finding the optimal sequence of states, there are twoadsthThe first method
is to find a sequence of individually most likely states athetime, even if it is not
guaranteed that a sequence is not always the most likely stguence given an ob-
servation sequence. This method is also called the forlactward algorithm. The
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second method is to find the most likely state sequence bymizirxig P(q|Q,A), the
Viterbi algorithm. In the method, a sequence of individuyatiost likely states at each
time is important to assign a state to the data point at timiéerefore, the recognizer
process is similar with forward-backward algorithm exdyait forward-backward al-
gorithm is needed to whole observation sequencest £ T. The recognizer does not
require the whole observation sequences to recognize.hiordason, the algorithm
is more similar with variabler, which is used to compute(O|A) in the forward algo-
rithm. a;(i) is called the forward variable, and it indicate®;,0p,---, 0, = Qi|A),
which is already introduced in equation 2.3. The method @mduced by using this
algorithm with some modification and assumptions. At time 1, variablea(i) is
used as in the following equation:

o (i) = T5bi(01) (4.18)
whereT; means the initial probability in staie In the forward algorithm, when each
state is represented as a single multivariate Gaussianbdistn, the variablé; (o)
has the probability as follows:

0(0) = e (0 W)T5 o) (4.19)
where K refers to the dimensionality of the observation spddowever, in the rec-
ognizer, the Mahalanobis distance is used, which is alrélafiped in equation 4.10,
instead of equation 4.19. The Mahalanobis distance can & instead of the ob-
servation probabilityp;(o;). Because the square value of the Mahalanobis distance

IS in inverse proportion to the observation probabilititsgs proved as the following

equation.
= ﬁexp[—%(X—u)TZfl(X—p)] (4.20)
Inf = —In2n—%|n|2|—%(X—u)TZ_l(X—u) (4.21)

Inf O —d? (4.22)

whered? = (X —)T=71(X — ), and In2tand In|X| are constant values. Since if
the square of Mahalanobis distandé, is increased, then the probability, will be
decreased, the minimum sum of the squares of Mahalanob@deshave to be found
for all data points. The Mahalanobis distance can be also aber than its square.
Therefore, equation 4.18 can be redefined as follows :

a1 (i) = rgDistancé Xy, 1) (4.23)



Chapter 4. State based approach to hand gesture recognition 70

After initialization, the recurrence formula of the forwlaalgorithm is redefined as
follows:

a-a(]) = 3 ai)ag by (0r:) (4.24)

However, in the proposed method, summing the other stasegrat time is not needed,
as the most likely state is only chosen at each time. Thexgefoe proposed method is
similar with the recurrence formula of the Viterbi algonthn this part. In the Viterbi
algorithm, variable (i) which means the largest probability of a path which is inestat
i at timet with t observation sequences, is used as in the following equation

dr1(j) = max [0 (i)aj]bj (Or+1) (4.25)

where 2<t < T. On the other hand, in the proposed method, the smaller shandie
values are, the better, so the minimum values of distance todve found. In addition,
it is the goal to find a minimum distance path, so the produchakimum value and
observation probability have to be changed in the summalibis equation is changed
as follows:

ai+1(j) = min [o¢(i)aj] + Distance Xy, 1) (4.26)

1<i<N

Unlike in Viterbi algorithm, in the proposed method, the bd@acking process is not
needed, so the state which has the minimum distance isthge, which can minimize
the variable;.

s =arg, min [o:(})] (4.27)

wheres means the state at timeTransition matrixajj, is used a little bit differently
in the method. FSMs of Figure 4.11 have transition probidslifor each state-to-
state transition. These transition probabilities are wi#fidrently depending on the
cases. First, transition (fronth state td + 1 state) occurs when it is satisfied with the
following conditions:

DistancéX, ;1) < DistancéX, ;) (4.28)
DistanceX, li+1) < threshold (4.29)
Ali,i+1)#£0 (4.30)

wheredihresholdiS a fixed value which can be determined using Mahalanobiartie
equation:
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Figure 4.12: Whitening process

This fixed distancedhresholg defines a probability ellipsoid.

The process changing the data which has certain mean arohe@rio normal distri-
bution is needed to determine tt@reshoig Whitening process is used to do this task.
Figure 4.12 shows the whitening process.

Through the product of daté and eigen vector matrise of X, the main component of
data becomes to the principal axis as like Figure 4.12 (&))to (

Y=0dTX (4.31)

The data distributions of Figure 4.12 (a) and (b) are the ssinme® it is assumed that
the data distribution is Gaussian. This process is provewl the following equations
(Hansen, 2005).

N(WZ) ~ pu+N(0,%) (4.32)
N(O, Z) ~ CDN(O, /\) (4.33)
CDTN(O? Z) ~ N(OvA) (4.34)

Therefore, (b) distribution has the eigenvalue variances.

If the changed data is multiplied by the inverse of the sqliaoet of the eigenvalue
matrix, the normalized data can be obtained with variande of

Z=N\"12y (4.35)
This part is a process in Figure 4.12 (c). This process catsbguaoved.

N(0,A) ~ AY2N(0,1) (4.36)
A"Y2N(0,A) ~ N(0,1) (4.37)
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Figure 4.13: bivariate normal distribution

Cumulative distribution function for bivariate distrilbom is used to obtain the contour
line which represents 95% or 99%. For obtaining this linenplbcated procedure of
double integration is commonly used, but approximatiorcess is used for conve-
nience. The standard bivariate density function is like@wetquation.

B 1 1 (x=w)® | (Y—H)®  2p(X— 1) (Y — )
1:(X’w—2T[0Xcry\/1—pzexq(_Z(l—pz))( 02 * oﬁy a OxOy =)
(4.38)

Using this equation, Figure 4.13 can be obtained.

The volume of Figure 4.13 is 1. To get points which have 0.99.88 volume is
the purpose by using this. For convenience, it is assumddHhbBanean is zero. At
first, when a point is same with mean value, maximum prolspii,.x = f(0,0),

is obtained. After dividingZmax into N equal parts and deciding the wanted point,
if the volume of each cylinder is calculated, the wanted poan be obtained. For
example, Assuming thag = ais the point to want to know. it doesn’t mattexif = O.
Because it is the normal distribution. The probability aitpa is fa= f(a,0). Then,

the number of division betweéefy,ax and fa amongN division isn = N % M.
After obtainingn, the radiusi) of each circle can be obtained the inverse énaﬁation of
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Figure 4.14: Contour line with 95% and 99% probability density. black line : 95%, pink
line : 99%

bivariate density function as like following equation.

1
r= \/—2* (1—p?) * 0% % In2M0xOy+/ 1 — P2 * Zmax* N ! (4.39)

where 1< i < n. After obtainingr, the volume of cylinders between beginningno

have to be computed as likériZmayx/N. After summing all of cylinder volume and
another cylinder volume usirgfTi(N — n)Zmax/N, then the volume can be obtained at
wanted point. Through this process, the probability betwasntroid and some point
can be obtained. The point that the volume becomes 0.85-i2.448, and point of
0.99 isa = 3.033. The point that the volume becomes 0.99%4s3.255, and point of
0.999 isa = 3.71. Using these points, contour line is drawn as like Figuid 4

By using the inverse process of whitening process, contoardan be drawn on the
original data as like Figure 4.14 (b). This distance valuessddinreshoi¢ BOth vol-
umes of (a) and (b) idinreshoig@re same and it is proved in appendix.

Through this processkhreshoigCan be determined. If the distance between each data
point and the centroid of statés smaller thart:nresholg it means that the data point is
inside theith ellipsoid. On the other hand, if the distance is greaten tesholg the

data point does not belong to the state

A(i,i + 1) indicates the probability of transit froiinstate toi + 1 state. When state
transition occurs from left to right, the probabilities oamsition matrix, A, are not
used directly. It is used just to confirm whetl#i,i + 1) is zero or not. For example,
in Figure 4.11, if the transition condition is satisfied, e state transition occurs to
number 1 from number 2, then its transition probability i83h6. However, in this



Chapter 4. State based approach to hand gesture recognition 74

case, the state transition occurs from left to right, so taedition probability is just
used to check whethé(i,i + 1) is zero or not. This property can block the wrong input
data to be recognized, because even if the condition ofitiamss satisfied, the state
transition does not occur when the transition probabibtgeéro. On the other hand,
when state transition occurs from right to left, the probaés of transition matrix,
A, are used directly. In this case, because it is going to phposite direction to the
original and it means the input data has noise, an additmoradition has to be added.

%A(i,i —1) < Pthreshold (4.40)

where pihreshold IS @ fixed value. This equation is needed when the sequenctatef
are changed frequently, because of noise. It will improegadrformances when there
are noisy data for the input. If the accumulation of proltieg become larger than
Pthreshold, then the FSMs are reset. This means that the input datatiecumnized for
this gesture. This property results in better performarnicas the existing methods.
If deterministic FSMs without transition probabilitieseansed for the recognizer, then
the values for each state-to-state transition in the FSMisb&izero or one. In this
case, if the gesture data that has similar trajectories thightrained is used for the
input, it also works well. However, if the input data with seiis used, then there are
many chances of misrecognition.

If more than two recognizers are reached to the acceptassttiten a recognizer is
chosen that has the shortest average accumulated distetwesel data point and as-
signed states. This means that the input data trajectosglgidollows the trajectory
of the recognizer that has the shortest average accumuletaace.

4.3 Performance experiments

In this section, the experiments are performed to recograz®us mouse and hand
gestures using only visual input. Letters and numbers @) are used as the input for
the recognition experiments. These inputs are suitabledfirming the performance
of recognition, as it has the various similar shapes, su¢g’and "q".

Matlab2011a was used to perform experiments. The gestdemsiwere filmed at
twenty frames per second. In the proposed method, the mesesed to obtain the
center of the hand in every frame from the video take a long tirt takes 0.1476
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Figure 4.15: Overview of whole process

seconds that the center of the hand is obtained from one flgmsing image pro-
cessing. If OpenCV or some other program is used to obtaice¢heer of the hand
in every frame of video, then the time taken for these imagegssing takes will be
reduced significantly. For training phase, it takes 1.0224€conds to make a FSMs
approach recognizer using 10 training data, which are @rehanged into the set of
hand’s center from the video. In the test phase, to recogmeanput video from the
10 gestures classes takes 0.0402 seconds.

4.3.1 Parameters for HMM

In this section, the efficiency of parameters obtained bytthming phase of the
method will be confirmed. The parameters can be obtained asidhansition ma-
trix, mean, and covariance of cluster from the training phaisthe method. These
parameters can be used for the initial parameters of HMMitrigi Parameters ob-
tained by the method and basic HMM are compared using logHiked of data. The
information used for the input for HMM are also the gestupaiity 2D data. Therefore,
the vector of observed sequences such &2 x 1 matrix. These data, which are eas-
ily obtained from the mouse input in Matlab, are saved in tiiayawhile the mouse
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Table 4.1: The number of training iteration for each number data

0 1 2 3 4 5 6 7 8 9
HMMs method | 12.4| 22.6| 19.1| 16.1| 15.9| 24.1| 21.9| 35.2| 16.8| 20.0
Proposed method 7 26 11 12 7 96 37 6 6 10

is moving. Continuous HMMs are used for representing theuttgaymbols with one
Gaussian distribution on each state.

The Baum-Welch algorithm is used to train the observed dateparameters obtained
by the method and basic HMM. Mouse input from zero to nine sdu® the input
gestures. Five data sets of each number are used for thimtyaiata. The number of
state is fixed to six states. Each state is modeled as a midtiw&aussian, since this is
sufficient to treat the 2D data. First, the initial parametee obtained by using spatial
clustering phase of training phase in the method. For icstafigure 4.10 shows the
result of spatial clustering of training phase.

In this case, the parameters are obtained as follows:

o= 8.4595 67192 41371 05282 89299 40666
~ |9.0429 16314 55213 73468 57536 98247

(0.9606 0 0 0 394 0
0 09716 O 0 00284 O (4.41)
A | O 0 09505 Q0495 O 0
0 0 0 Q9721 O 0
0 00215 00215 O 09571 O
0.0459 0 0 0 0 541

It is required to check whether these parameters can reprdgsetraining data well.

For doing this, these parameters are used for the initi@maters for the training of
HMM. In order to compare with basic HMM training, other iritparameters obtained
by GMM are usedrtamong the parameters is set to the the probability of eath-sta
%. N is number of states. The experiments are repeated 10 timezadhh number

gesture. Table 4.1 shows the number of iterations for tngimm each method. Al-

most every iteration number in the method is smaller thah e initial parameters
obtained from basic HMMs except for three cases.

In addition the number of iterations in the method is smail e log-likelihood of
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Table 4.2: log-likelihood for each number data after training

0 1 2 3 4 5 6 7 8 9

HMMs method | -3.1447 | -0.8997 | -3.0761 | -3.4299 | -3.3957 | -3.5884 | -2.4401 | -1.8662 | -3.9648 | -2.4107

Proposed methoqd -3.1456 | -0.8979 | -3.0817 | -3.3943 | -3.3770 | -3.5403 | -2.4552 | -1.8046 | -3.9619 | -2.3611

each method also shows similar results. After training efBlaum-Welch algorithm,
the log-likelihood of each method is represented in Tal2e 4.

Its unit is 1&. Seven of the ten cases shows better log-likelihood in thihode In
the method, the parameters are already set before traigingibhg the Baum-Welch
algorithm, so the log-likelihood is always converged to saralues. However, the ex-
periments with initial parameters obtained by basic HMMavehvarious results, as it
has more free parameters than with the method. For thismeasmetimes it shows
good results, when the initial parameters are properly detvever, bad results can
be also obtained. This is because the training using the B&fetoh algorithms is a
method to find the local optimization, not global optimipati In the proposed method,
the log-likelihood for each number data before traininghgghe Baum-Welch algo-
rithm has similar values with after training. This meand tha parameters obtained
by the method are properly set to represent the spatialtstescof the input data.

4.3.2 According to Number of States

When the FSM approach or HMM is used to recognize the gestpta,ithis influences

the performance, as the number of states depending on thetustr of data are very
large. Therefore, in this subsection, it is checked thap#réormance of the proposed
recognizer depending on the number of states. In other wards discussed how

performance would change while varying the number of states

In this section, mouse gestures and visual gestures areasbd input for the experi-
ments.

At first, fixed number of states are used to the represent the mumber data(0 9).
The number of states is changed from four to seven. Tablend®ssthe results with
various numbers of states.

It shows that recognition rates have better performanceswie higher numbers of
states are used to represent the input data. This is becawese tve input data is
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Table 4.3: Mouse input results with various number of states

Number of stateg train / test 0 1 2 3 4 5 6 7 8 9
four states training data| 100 | 80 | 100| 100| 80 | 100 | 100| 100 | 60 | 100

four states testdata | 100 | 80 | 100 | 100 | 100 | 100 | 100 | 100 | 40 | 100
five states training data| 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 40 | 100
five states testdata | 100 | 80 | 100 | 100 | 100 | 100 | 100 | 100 | 80 | 100
six states training data| 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100
six states testdata | 100| 80 | 100 | 100 | 60 | 100 | 100 | 100 | 100 | 100

seven states | training data| 100 | 100 | 100 | 100 | 80 | 100 | 100 | 100 | 100 | 100
seven states testdata | 100| 80 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100
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Figure 4.16: The state compositions of the input data according to number of states (a)

Four states (b) Five states (c) Six states (d) Seven states

dispersed in the spatial space, the greater the numbertes$ ssapositioned in space,
and the better the input will be covered. Figure 4.16 showssgfoperty well. When
four or five states are used to represent the input data aguré4.16(a) and (b),
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Table 4.4: Total recognition rates for training set and test set of mouse input

Number of stateg training set| test set
four states 92 92
five states 94 96
six states 100 94

seven states 98 98

Table 4.5: Total recognition rates for training set and test set of visual input

Number of stateg training set| test set
four states 94 86
five states 95 90
Six states 92 94

seven states 87 92

there are ambiguous moments. In case of four states, gé8tuseredefined as 1
4—1—2—3—4— 1. Ambiguous moments occur at the data point when the state
is changed to 4 from 3. If data points are drawn a little dovamfrthe position at
the interval, which has to change number 4 state from numiséat8, and the drawn
data point is closer to the number 2 state than the numbertéd, stee sequences of
gesture are changed; thus, it is not recognized as the "8uigesThe same problem
happens in the case of five states. In case of five states,rgé8tuis redefined as
1-5—-4—-3—-2—-5—4— 1. Atthis time, if data points are drawn a little down
from the position at the interval, which has to change nundbstiate from number 2
state, and the drawn data point is closer to the number 4tsi@tethe number 5 state,
the sequences of gesture are different to the ordered segjoégesture trained by the
training phase, so it is not recognized as the '8’ gesturds iBhbecause the gesture
drawn by each person has different trajectories, even i @acson draws the same
gesture.

The total recognition rates for training set and test setagrehown in Table 4.4 and
4.5.

If there are many states, the states are placed more dengbly$pace where the data
points are scattered, so it is possible to avoid these exotorfs. However, if there are
too many states, it will be overfitting to the training dataddahus the performance
for test data set will worsen. Therefore, it can be presuraettie many, but proper
number of states can represent the input data well, and ttex becognition rate will
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Table 4.6: The performances comparision with HMM method, Basic FSM method and

the proposed method

Method Number of States | Total(%)
79.0
86.0
94.5
98.0
925
75.5
68.0
83.0
75.0
77.5
83.0
90.0
92.5
93.0
89.5
Incremental method 96.0
MDL 96.0
BIC 95.5

HMMs

Basic FSMs

Proposed method

N O O A WIN O O A WN O OB~ W

be thereby obtained.

Table 4.6 shows the performance comparison between the H\Mlod, the basic
FSM method, and the proposed method for gesture recognitiim visual input.
When the HMM method is used with a fixed number of states, thelt®show that
has good performance (higher than 79%), and the best peafaenis 98%. In con-
trast, the basic FSM method with a fixed number of states chnaghieve 68~ 83%
recognition rates. The proposed method can make the peafa®s higher than 83%
using a fixed number of states, and the best performance is B8&tder to improve
the recognition performances, the proposed method canang®is numbers of states
for representing each gesture. For doing this task, thriéereint methods are used.
First, Incremental method is used. In this method, the nurabstates is increased,
when the average sum of distance between data points aed istérger than the fixed
threshold. The fixed threshold is set by using heuristic wakthT his method shows
the 96% success rates for recognizing the input gesturen8gethe estimation for
the number of states is based on the Rissenen order idetificaiteria, which is also
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known as minimum description length(MDL) (McGregor andi&all997). When the
number of clusters is fixed, this criteria is equivalent taxmaum likelihood estima-
tion. However, it allows the number of states to be accuyastimated. In this case,
96% success rates for recognizing the input gestures ameelt Third, the Bayesian
Information Criterion is used to choose an optimal humbestafes (Schwarz, 1978;
Calinon and Billard, 2005). It is also based on the likelitidonction and the formula
for the BIC is expressed as

BIC = —2log(L) + klog(n) (4.42)

whereL is the maximized value of the likelihood function of the mbdedk is the
number of parameters to be estimatads the number of data points in the observed
data. In this case, 95.5% success rates for recognizingpig gestures are obtained.
Using these three different methods, therefore, each igesain be redefined as the
ordered sequences of states much better than with the fixethetuof states. From
these results, the proposed method is shown to exhibitaimpérformance with the
HMMs method.

4.4 Summary of Chapter 4

In this chapter, it is tried to make a recognizing system taat handle the various
mouse and camera hand gestures such as letters and nunsbegnly visual input.
For training or recognizing the gesture of hands, makingta dget is needed. There-
fore, these data sets were made using two different methooigse device and camera.
When the mouse is used, the positions of the mouse cursomigegastures. When
a single camera is used, the center positions of hand obtayesing several image
processing methods are used for the input gesture. Skar-detection using RGB
color space is used to detect the hand in the video. After mgatkie data set, these
data sets have to be trained, because the data set shoudineel to make the proper
forms. Training is divided into two steps: spatial clustgrand temporal alignments.
From this process, some parameters to be used to make tlgnis®momodel can be
derived. Through the training phase, each gesture is alfined as the sequences of
states in spatial and temporal space. These redefined datarsaised to recognize
the gestures with FSMs with probabilities.



Chapter 5

Robustness analysis

In this chapter, more specific analysis for the proposed oakethill be conducted
through various experiments. Through this analysis erpanmis, the abilities of the
proposed method and limits can be confirmed.

The proposed method is analyzed as to how it can recognizeatteus gestures

through the comparison of the overlap in time and overlagperces. The reason for
doing this experiment is to confirm the recognition perfonces of proposed method
for the various overlap gestures. In addition, through tteement, the gesture sets
can be found that are most appropriate to be applied in theogexl method. When

input data is entered, if the gestures have different timegs, even if they are the

same gestures, whether recognition can be done or not izadalln other words, the

experiments will be performed with the same gesture datla vétious time periods.

From this experiment, it can be confirmed that the proposeithadecan recognize

the various gestures, which have different speed with miffeusers. The proposed
method doesn’t need any extra training set or process t@nem®the different speed
gesture input. The advantages and disadvantages of thega@dmethods and HMM

are also explained.

The methods that are in Chapters 3 and 4 are combined to petfierexperiments for
the continuous gesture input, which is also called live @idEhis content is prepared
to be published in a journal (Yim and Kim, 2013d).

82
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Figure 5.1: The gestures which have completely different distribution of spatial and

temporal information
5.1 Overlap problem

Experiments are performed to confirm the recognition peréarces according to the
overlap in space and time of gestures. Ten gesture data ¢brgssture is used for
training and making recognizer, then the test is performedding this recognizer.

At first, it is confirmed that the proposed method can recagtiie gestures that have
completely different distributions of spatial and tempanéormation. These gestures
show the completely different structures and forms as inifei.1.

The experimental results show that these gestures arecpgmecognized by the rec-
ognizer. Next, itis tried to analyze the gestures that hasaetty identical distributions

of spatial information, but totally different temporal tlibution. When the gestures
are drawn as in Figure 5.2, it is confirmed that the gestuepraperly recognized.

The experimental results show the 100% recognition suaeges for training data
sets and test sets. Through these results, if the gesturegitiierent temporal distri-
butions, even if the distributions of spatial informatiare anatched perfectly, it was

confirmed that the recognition is possible.

In case of Figure 5.3, when the recognizer is made, whiclaisdd by using (a), the
gestures that have same spatial distribution but diffeseanting points are used for
the input data of the recognizer. The experiments are paddrwith various starting
points at intervals of 45 degrees. In other words, theseigeshave the same distribu-
tion in space, while temporal sequences are slightly differThis experiment differs
slightly from the above experiments, because the gesthatste used in this experi-
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Figure 5.2: The gestures which have completely same spatial distribution, but are drawn

in the other direction.

ment have some overlap in temporal distribution. If the nandj states is small, then
the gestures of Figure 5.3 (a) and (b) is well recognized@asadme gesture. However,
if there are many states to represent the spatial distobwtf (a), then gesture (b) is
also considered as a different gesture to (a). Gestures (b) were not recognized
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Figure 5.3: The gestures which have completely same distribution, but different start

position.

gesture (a).

Next, the gestures that have similar distributions of gppaind temporal information

are used to confirm the performance of the recognizer for éixé experiments. First,

the experiments are performed by using the gestures, wiaah B0 70% similarities

for spatial and temporal information. The gestures in Fegu#d are the inputs that a
few similar spatial and temporal distribution, but not asteolg. In other words, they

are gestures that have the part drawn exactly the same phase.

In the case of (a) and (b) in Figure 5.4, considerable partiseofjestures are matched
for spatial and temporal distribution. However, when thetgees are entered to the
proposed method, the normalization process is performegesture setting to make
a proper input to the recognizer. In the normalization psscéhe maximum and min-
imum values are used in x and y axes. Gesture (b) has the sparhgso it affects
the maximum value of the x-axis. For this reason, the spdisatibutions of (b) are
changed. Because of this normalization process, the gsstdi(a) and (b) have con-
siderably similar shape and distribution; however, theiapdistributions are changed
differently after normalization. Therefore, these twotgess are perfectly recognized
by using this property.

Figure 5.4 (c) and (d) are drawn perfectly identically in thist part of the gesture.
However, the spatial and temporal distributions are changéer drawing the first
part of the gesture. These gestures can be considered asstinees which have 33%
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Figure 5.4: The gestures which have some few similarities for spatial and temporal

distribution.

similarities. In the case of (e) and (f) in Figure 5.4, theyd&0% similarities. They

are drawn in exactly the same shapes in the two-third pattefesture. Gesture (f)
has the most spatial distributions at the last part of gestHxcept for this last part,

gestures (e) and (f) are completely identical. When th@e@&recognizer is used, the
training data sets and test data sets were perfectly reoedni
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Figure 5.5: The gestures which have considerable similarities for spatial and temporal

distribution.
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Figure 5.6: The state structures of (a) and (b) in figure 5.5

Figure 5.5 (a) and (b) show the gestures that have simdartiore than 80%. Even
if they have considerably similar distributions, the stagenerating at the last part of
gestures are made at different location, as in Figure 5.thesoare well recognized.
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Figure 5.7: The mahalanobis distance for each state and total distance.

As shown in Figure 5.6, the first five state sequences are the sagestures (a) and
(b). However, the ordered state sequences at the last pahnis gestures are different.
In the case of Figure 5.6 (a), it has61 — 6 — 2 state sequences at the last part
of gestures; however, in case of (b), it hass24 — 6 — 2 — 6 state sequences. For
this reason, these gestures are well recognized, everyihthes similar distributions.
Figure 5.7 shows this property well with various numberstafes.

Figure 5.7 represents the sum of the squares of Mahalanshaside for each state. As
shown in Figure 5.7, the distances between ordered staleisees and data points are
similar before the last part of the ordered state sequerigestures. In Figure 5.7, the
last part of the ordered state sequences ase6l— 2. In this part, the 'g’ input still has
a similar sum of distances with other order ordered stataesszes. However, in 'Q’
input cases, the distances are increased tremendousk/mEans that if the gestures
have slightly different shapes and are trained with the @roumber of states, then
it can be recognized well, even when they have similar distibns. The recognition
success rate is 95% in training data sets and 90% in testelsta s

Figure 5.5 (c) and (d) show the gestures which have siméarinore than 90% in
contrast with (a) and (b). In figure 5.5, these two gestures kanilar ordered state
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Figure 5.8: The state structures of (c) and (d) in figure 5.5

sequences, so the problem occurs more than in (a) and (b).

If the clusters are properly generated at the last parts sifiges, as in Figure 5.8 (a),

then these two gestures are well recognized. However, ifitieters are ambiguously
generated, then it is difficult to recognize. For instantéhe clusters are generated
as in Figure 5.8 (b), then it is difficult to recognize. In tlesse, these two gestures
have the same ordered state sequences, so the noisy gesayrée misrecognized.

For this reason, it shows the 95% recognition success matgaining data sets and

85% recognition success rates in test data sets. In ordenforo the results of these

experiments in more detail, the Mahalanobis distance waske for various numbers

of states.

Figure 5.9 shows the average Mahalanobis distance for di@epdént with various
inputs in a recognizer. For example, the first one of Figugeidthe case of using a
'g’ recognizer with various inputs. It shows that the trivili#ference inputs are almost
rejected since they cannot pass through the whole orderpesee of states or they
don’t stop at the accept state. These cases are represemdesta shapes in Figure
5.9. ’'g’ and 'q’ have similar shapes; thus, when small nunifestates are used for
representing the gestures, similar average distanceb@ans Therefore, the distance
differences between each input gesture are not large. Hayweten a larger number
of states is used, then the distance differences are iretedhis is because the larger
the number of states, the better the training data will beasgmted. Hence, the average
distances of 'g’ input gestures in the 'g’ recognizer schrchanges, while the average
distances of 'q’ inputs in the 'g’ recognizer are increasddwever, if things come to
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2 state 3 state 4 state 5 state 6 state 7 state 8 state | 10 state | 20 state

g recognizer 2 3 4 5 6 7 8 10 20
71 input 787 | = 1068 | » 1216 | * 1362 | » 1623 | % 2405 | = 2791 | « 3838 | = 8103
b input * 754 | * T703| x 773| x 1183 | * 1259 | = 2275 | = 1302 | * 2662 | » 3284
g input 212 217 214 219 2.26 231 2.39 2.58 3.24
q input 2.60 2.62 312 334 3.82 6.26 3.64 814 10.02

2 state 3 state | 4 state 5 state 6 state 7 state 8 state | 10 state | 20 state

q recognizer 2 3 4 5 6 7 8 10 20
71 input 612 | x 988 | % 1027 | *# 1340 | » 1075 | * 1318 | » 17.71 | » 1884 | » 36.30
b input * 719 | * 668 | * 908 |« 1377 | * 1432 | » 1703 | * 16.80 | » 17.85 |~ 4155
g input 2.69 290 2.95 3.06 315 |« 329 | « 336 352 | % 515
q input 174 177 175 179 1.75 179 1.79 186 195

2 state 3 state | 4 state 5 state 6 state 7 state 8 state | 10 state | 20 state

LQ recognizer 2 3 4 5 6 7 8 10 20
71 input * 326 | * 399 | x 412 |« 1000 | *# 773 | x 1366 | * 1092 |+ 1466 | * 1535
b input * 282 | x 430 | * 675 9.60 | * 10.52 | * 1326 | * 1523 | * 2138 [ * 2552
LQ input 168 170 1.70 164 1.62 160 1.53 152 1.55
RQ input 2.60 253 | * 271 313 351 |« 373 | % 464 418 5.56

2 state 3 state | 4 state 5 state 6 state 7 state 8 state | 10 state | 20 state

RQ recognizer 2 3 4 5 6 7 8 10 20
71 input * 379 | « 404 | x 506 *x 554 |« 853 | x 848 | & 1149 | x 1378 | x 2244
b input 177 | * 329 | = 483 6.84 877 1092 19.48 2115 | * 36.96
LQ input 213 195 | + 221 2.59 3.16 3.60 3.07 358 6.11
RQ input 2.07 2.06 2.05 2.06 2.06 2.06 2.06 2.04 2.05

Figure 5.9: The average Mahalanobis distance for one data point with various inputs
in a recognizer. = shape means that the gestures are already rejected. 1. 'g’ ges-
ture recognizer 2. 'q’ gesture recognizer 3. 'LQ’ gesture recognizer 4. 'RQ’ gesture

recognizer

this, the state distributions are too closely fit to the fragrdata; thus, it is increasingly
vulnerable on the noise input. Therefore, there is tradestiveen the number of states
and performances. Other gesture recognizers show the saperfies. Figure 5.10
represents these values in table as the graphs.

If the square of Mahalanobis distances is used, then thegeegires will be more
reliable.

When the gesture data was trained, the mean and covariamaelofstate were con-
tinuously changed. Therefore, it can also give the effe¢hérecognition. The ex-

periments were performed to confirm this effect, and it waspmed that the average
distances of gesture input in the same gesture recognitielinput show no change,

while other gestures are influenced by the clustering. Eigutl shows the result of
these experiments. Through the results, it was confirmedhbaverage distances of
gesture input in the same gesture recognizer are almostathe,svhile the average
distances of other gestures have large variances.
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Figure 5.10: The average mahalanobis distance for one data point with various inputs in
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Figure 5.11: The average mahalanobis distance for one data point with several cluster-

ing steps. (a) 'g’ recognizer (b) 'q’ recognizer

Experiments for Figure 5.1, 5.2, 5.4 and 5.5 gestures wetferpged using HMMs
recognizer. The same numbers of training sets with FSMsrarpats are used. The
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results of HMMs recognizer show the different propertieshe FSMs recognizer.
First, The gesture of Figure 5.1 (a) is perfectly recogninddMMSs recognizer. How-
ever, in case of (b), it is miss recognized as the gesturequir€i5.2 (e). It shows the
90% recognition success rates in test data sets. All of gesstn Figure 5.2 (a), (d),
(e), (f) are recognized well. However, in case of (b) in Fgbr2, it is miss recognized
as Figure 5.4 (a). it shows the 100% recognition success irateaining data sets and
90% recognition success rates in test data sets. Figure)ddonfused with Figure
5.4 (a). Figure 5.4 (a) has the similar spatial distributith Figure 5.2 (c), but they
have different starting points. it shows the 95% recognisaccess rates in training
data sets and 95% recognition success rates in test datalisdte inverse case, it
shows the 100% recognition success rates in training dédaase 70% recognition
success rates in test data sets. Another miss recognitseni€&igure 5.4 (e) and (f),
and it shows 95% recognition success rates in test data setantrast with FSMs
recognizer, all of gestures in Figure 5.5 are perfectly geced.

From these results, it can be confirmed that spatial and teahpweerlap in HMMs
is also important factor, but not much in FSMs. HMMs recognidetermines the
input gestures to the gesture which has similar patterrutiirahe probability. The
likelihood of miss recognizing case above the experimembsvs slightly difference
with true gesture. It means that there are many number ofggas which are needed
to be set, so training data required is large to obtain thel gecognition performances.

In addition, it is confirmed that the proposed method canrdjsish the gestures that
share similar shapes, such as 'g’ and 'q’, and 'b’ and ’h’ idli&idn to trivially differ-
ent gestures. If the spatial clustering works properly fwesent the gestures as the
ordered sequence of states, the performance will be high.

5.2 Different time period problem

The input data that is used for the gesture recognition ha® gwssibilities that have
different time periods according to the speed of the use&ige. In other words, the
number of input data points can differ with different usefs. solve these problems,
HMM have to use the many training data sets that have the sastergs with various
time periods for training. However, the proposed methodsdme need many training
data sets to recognize the various time period gesturesprbipesed method can solve
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Figure 5.12: The same input gestures that have different time periods (Uniform case)

the problem, even if the gestures have different time periéihen the recognizer is
generated by using training data in the proposed methodsghgal distributions of
data are very important.

The states, also called clusters, are generated accomlitige tspatial distributions
of data using training phase, and using this informationcagaizer is generated.
Therefore, after generating a recognizer, if the inputgeshas passed accurately
on the states that make up the recognition, then the timedgefi the input data is
irrelevant. For the experiments, test sets are made by ramigampling in the input
gestures. As shown in Figure 5.12, the same gestures thatdifferent time periods
are used. The experimental results show that the input igeséuwe recognized as the
same gesture if they have passed in regular sequence ondéeedrstates even if
the input gestures have different time periods. In otherdapthe gesture inputs of
Figure 5.12 (a) (d) passed through the ordered state seegiémat are already trained
in regular sequence, and, thus, they are considered asrttegasture. However, if
the sampling frequency becomes low, the input gesture @datact pass through the
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Figure 5.13: The same gestures that have the different input speed

ordered state sequences, so the gesture is not recognitesl.property is applied
equally to the input gestures, which have different inp@ess, as in Figure 5.13, not
sampling data. These gestures are also recognized well.

In order to confirm the effect of input speed professiondhg gestures were used,
which have various input speed as in Figure 5.14.

There are input gestures that have various input speedsFagure 5.14. In the case of
(a), a gesture is entered to the normal input speed while2B#y is entered to the fast
speed in the whole gesture in case of (b). Gestures (c),gdXf], and (g) have input
speeds in which 50% of the whole gesture is entered at fastispred other parts are
entered at normal speed. In case of (h), 75% of the overalligekas fast input speed.
Gesture (i) has fast input speed in the whole gesture, ugkkéure (a). Although the
gestures have various input speeds, they can pass throaighdired state sequences
trained by gesture (a), so it is considered the same gedtutbe method, it doesn't
need any extra training set or process to recognize thaelifspeed gesture input.

In addition, the proposed method can distinguish the samstigeperformed at dif-
ferent speeds. Figure 5.15 shows the same gesture perfovitiedifferent speeds in
specific parts.

These sorts of data was trained and it was checked that ezminiger for Figure 5.15
(@), (b), and (c) can recognize the data computing logihikeld of data. It was called
(a) datal, (b) data2, and (c) data3.

Figure 5.16 shows the log-likelihood values for each dataich recognizer with var-
lous numbers of states. As the figure shows, the proposedndhe#in also distinguish
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Figure 5.14: The same gestures which have the various input speed (Not uniform case)
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Figure 5.15: The same gestures which have the various input speed in specific parts

the same gesture with different input speed as differertuges However, when the
gesture recognition systems are used to applications liifeedhere are no cases that
distinguish the same gestures with different input speedbadifferent gestures. In
contrast, there are many cases that have to be determinedriegesture even if it
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datal recognizer | 2 state | 3 state | 4 state 5 state 6 state 7 state 8 state
datal -4.31508 | -3.21292 | -2.399 |-1.80853 | -1.28471 | -0.80241 | -0.39245
data2 -5.38712 | -4.06672 | -3.46078 | -2.8428 | -2.05788 | -1.84501 | -1.50344
data3 -4.85261 | -3.64767 | -2.92881 | -2.33114 | -1.69105 | -1.33164 | -0.95637

(@)
data2 recognizer | 2 state | 3 state | 4 state 5 state 6 state 7 state 8 state
datal -5.38638 | -4.29358 | -3.46175 | -2.86529 | -2.35468 | -1.84622 | -1.25601
data2 -4.31532 | -3.32881 | -2.3985 | -1.80426 | -1.26973 | -0.80233 | -0.45233
data3 -4.85171 | -3.81463 | -2.9291 |-2.33172 | -1.81493 | -1.33221 | -0.85903

(b)
data3 recognizer | 2 state | 3 state | 4 state 5 state 6 state 7 state 8 state
datal -4.52803 | -3.61362 | -2.77092 | -2.14466 | -1.59895 | -1.18302 | -0.80783
data2 -4.5316 | -3.49094 | -2.77607 | -2.14333 | -1.63464 | -1.15189 | -0.73775
data3 -4.52909 | -3.54982 | -2.76825 | -2.13463 | -1.60394 | -1.14992 | -0.76708

()

Figure 5.16: The log-likelihood for each data input (a) datal recognizer. (b) data2

recognizer. (c) data3 recognizer.

has different input speed.

5.3 Combined method for continuous recognition

In the previous section, the performances of the proposedadeare confirmed with
individual gestures which are already saved into the datas 3ection shows a new
method that combines the methods of Chapter 3 and 4 for regngrihe continuous
gesture in real-time. The hand shape classifier, explamé&hapter 3 and the hand
gesture recognizer based on FSMs in Chapter 4 are used ¢ogetinis chapter. To
recognize the continuous gestures in real-time, at first,hédnd postures have to be
distinguished to confirm whether the gesture is or not. Harslyses are classified by
using the proposed method introduced in Chapter 3.

As explained above, classification of various hand postam@sne by using only visual
input obtained from a single camera. For doing classificatioe proposed method is
composed of three parts. The first one is hand informatioraeton through skin

detection using RGB color values. From that, the edge of #relltan be obtained
using a canny edge filter and the center of hand. Throughagweprocessing steps,
the HCV is calculated by using distance between center ofl lzend edge of hand.
The image information is changed into this distributiondzhen distance. The final
process is classification comparing this reference vectdrcairrent image obtained
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(@) (b)

Figure 5.17: combined method for continuous hand gesture recognition (a) Rock pos-
ture is considered as the gesture (b) Paper posture is considered as the meaningless

movement

from the camera. The detail processes are introduced int€&hap

It is desired to recognize the continuous input gesturagukis classifier for the hand
postures. Two hand postures, rock and paper, were usedd@axiberiments. If the

proposed classifier determines the hand of input gesturedq then the center of
hand in the input gesture is saved into the array in Matlalotiher words, when the

input data is decided as the rock posture, the system rexegythis input as gestures.
While the center of hand is saved into the array, if the clessiletermines the hand
of input gesture to paper, then the saving process stopshangktognizing process
begins using the data already saved. The inputs that ardetkeis paper posture
from the classifier are not considered as meaningless gsstilgure 5.17 shows this
process. When the hand posture is rock, as in Figure 5.1th@hand movement is
considered as the gesture and saves into the array. Howetles, case of Figure 5.17
(b), the hand movement is considered as the meaninglessimeowveso there are no
processes to save or recognize during this case.

When a classifier operates, there are moments to changerttipbsture from paper to
rock or from rock to paper. The hand image is not obtainedtgxatthese changing
moments, as in Figure 5.18. At this time, since the exactelwdghe hand is not
obtained, the hand posture is classified by matching thecummage and reference
images with the HCV values. In other words, the one currentoreset is matched
to the most similar one in the reference sets. In the casequir&i5.18 (a), where
the hand posture is classified as the paper shape, it is nsidevad as the gesture. It
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(@) (b)

Figure 5.18: The moment to change rock from paper (a) it is classified as paper (b) it is

classified as rock

is just meaningless movement of the hand. In contrast, $tiguee 5.18 (b) is more
similar to the rock reference than paper reference, it isiciemed as the rock posture,
so itis regarded as the gesture.

In addition to these cases, when the hand that actually hagper gposture makes
some movements in the space, the hand image sometimes $adiéss hard to ex-
tract exactly. This is because when the hand image fadesptbeof finger becomes
similar to the color of the background. For this reason, gametimes considered as
rock posture, even if it is actually paper posture. Howethgs phenomenon occurs
pretty rarely. In other words, when the hand makes an agtpafper posture, the hand
posture is occasionally misclassified as rock posture whghould be continuously
classified as paper posture. This problem is called as gagirg problem in this pa-
per. A median filter is used to solve this problem. Medianffitiperates to pick up
the middle value of neighboring values, except for itseding a moving window, the
size of which is five frames. Four frames are located befaretiirent frame, and one
frame is the current frame. When the value of the currentéreecided by median
filter, only four frames, which are located before the curfesame, are used to com-
pute the middle values. In this case, the hand posturespnesented; rock and paper;
as 0 and 1. Therefore, when the value obtained by medianifiltarger than 0.5, then
the current frame is decided as 1, rock posture.

Figure 5.19 shows the method of median filter operation.

Figure 5.19(a) shows the paper-fading problem. A windowffimes in length is used
to modify the original input, and it only moves on the oridimgut. The current frame



Chapter 5. Robustness analysis 99

Window
el —
Original Input 0 1 0 0 1 0 1 0 0
Modified Input 0 0 0 0 0
(a)
Window
el —

Original Input 0 0 0 1 1 1 1 1 1
Modified Input 0 0 0 0 0 0 1

(b)

Figure 5.19: The operation method of median filter to solve the 'paper’ hand posture

fading problem

is determined to the image, which has rock posture, 1; horvévs is a misclassifi-
cation. The four frames that are already passed are useddifyntinis problem. The
average value of four frames is 0.25; thus, the value of theentiframe is decided as
0, paper posture. When the classifier works correctly, asiginal input in the Figure
5.19 (b), the median filter makes the input move three franaek.bin this case, the
average value of four frames in the window is 0.75, so theevafuiihe current frame is
decided as 1, rock posture. To move three frames back is miicalcproblem to save
the gesture into the variable, so it is not necessary to do thi

Through these processes, the more stable classifier cartdieexh which can distin-

guish meaningful movement and meaningless movement. #fétr a variance that
is saved to the gesture is recognized by using the proposednier introduced in

Chapter four. Training is already done by using each geshattehas to be recognized.
Test sets are continuously made one by one by the combindwbdhetxplained in the

present chapter.

If test sets are exactly extracted from the video throughptitoposed method, the
performances are identical with the method that was intedearlier. This is because
the same recognizer that is trained by the same trainingsidsais used to test the
various input data obtained by the proposed combined mettasl confirm that the
recognizer can also recognize well the gestures obtaingiynethod.
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5.4 Comparing with proposed method and HMMs

In this section, the advantages of the proposed method disdesices with HMMs
which have been widely used for modeling the temporal sezpgenf data are in-
troduced. The proposed method uses FSMs with probabittiesodel the gesture
recognition. There are many similarities between the pgegdanethod and HMMs.
First, the structure of FSMs is similar to the left-right nebevithout jump transition
among many structures of HMMs (Hong and Huang, 2000). Theilgit model has
good properties for dealing with time sequential data. 8dcm this paper, each state
iIs modeled as a multivariate Gaussian distribution sincestfficient to treat the 2D
data. HMMs can also use the multivariate Gaussian for eatt, stven if the number
of Gaussian distribution in each state have to be set at firslMMs. Each Gaus-
sian distribution has parametgrand covariances to represent the spatial information.
However, many free parameters of HMMs, which have to be &eljus training, pre-
vent a rapid learning (Hong et al., 2000a).

Recognition processes in HMMs have many complex steps, asgegment input
data, computing joint probability (which is related to tmgput data), comparing the
likelihood with fixed threshold, and decision. Therefotegequires high computation
complexity. On the other hand, FSMs have less calculatigairements and more
certainty, as the spatial information training and tempimfarmation training are di-

vided, and it has only a few free parameters. In the recagnphase, current input
data is handled immediately at each state using the infeomand threshold trained
already in the training phase. This reduces the computatoplexity.

In HMMs, the number of states and the structure (ergodityight, etc.) have to be set
atfirst for training, and it is also needed well-aligned daggments. In proposed FSMs
case, the training data is segmented and aligned, and th&g@sodel is generated
simultaneously. Another advantage is that, in order tantthe gesture model, the
proposed FSMs do not require large data sets; on the othdr kimce HMMs have to
find high probability statistically at a certain state, gyladata set is required in order
to increase the accuracy.

In the method, a different time period of the same input gesisi not relevant to

recognize gestures. This is because if the data points of opgsture are positioned
properly at each state obtained by training, it recognibes¢levant gesture, even if
the hand gesture moves fast. Only one camera is used to makaril gesture data
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set, so it doesn’t have any problem related to the matchiobl@m of images.

The proposed method is successfully tested on the test $etnof gestures captured
from video and mouse gestures. However, in the method, ifdsture data is am-
biguously entered, they may be misrecognized. When theigegata is ambiguously
entered, each point of data is difficult to determine whictiest are the correct classes
for each point in the method. In addition, if input data haasged in a different se-
guence on the state of recognizer, the recognizer is redétiamot recognized. On the
other hand, in HMM, the forward-backward algorithm or Videalgorithm is used to
compute probabilities for ambiguous input data, so it cah i@ most similar model.
Of course, the final computed probability is small; howeiférjs larger than the fixed
threshold, then ambiguous input data is also recognizedreftre, it was confirmed
that the proposed method requires more rigid conditionsgatithe gestures.

5.5 Summary of Chapter 5

In this chapter, experiments were performed with various sogesture input using
a mouse and camera to confirm the performance of the propesednizer. The
proposed recognizer shows good recognition success sate$idM models. Exper-
iments were performed with overlap perspective about apatid temporal informa-
tion, and time period perspective. In the proposed meth@ddistribution overlaps of
spatial and temporal information are allowed in great mesaski shows good perfor-
mance, even if the gestures are considerably similar.

The results show that if temporal distributions are differéhe overlapping degree of
spatial distribution is no matter. The proposed method ¢sm @ver the significant
overlapping level of temporal distribution.

In addition, the proposed method is confirmed to handle tseuge data with various
time periods without many training data sets. From this arpent, it can be con-
firmed that the proposed method can recognize the variodgrgeswhich have dif-
ferent speed with different users. The difference propsittietween proposed method
and HMMs recognizer were also explained.

Lastly, the method for recognizing the continuous gestaresal-time is proposed.
This method combined the methods presented in Chapters 8. and



Chapter 6

Conclusions

In this dissertation, studies of a state based approaclstargerecognition have been
presented. Since there are many potential applicatiotetedeto tablet PCs, tele-
visions, smartphones, virtual reality, and so on, sucharesehas been actively in-
creased.

The work could be classified into two groups: hand posturegeition and hand
gesture recognition. The hand posture recognition pacdeatnates on classification of
different hand postures, such as ASL, while the hand gestggnition concentrates
on making state based recognizers that can recognize tloeisdrand gestures from
the video.

Chapter 3 describes the detailed methods of the hand pastcognition system.
Chapters 4 and 5 provide the detailed methods of the handrgestcognition sys-
tems and corresponding results of experiments. The expatgwere conducted by
using the input data obtained from a web camera.

The detailed conclusions are described in the followingsabons.

6.1 Hand posture recognition

In Chapter 3, the classification system for hand posturesds/s. This research fo-
cuses on the recognition of American Sign Language (ASL)efiwgpelling alphabet
based on vision using a cheap webcam without using any exgethsvices such as
gloves or marking.

102



Chapter 6. Conclusions 103

Three parts have been used for doing this task. First is tleadHExtraction”, which
is designed to find the hand from the image for finding the ceotehe hand and
distribution of distance between center and edge pixels dlstribution is called the
Hand Contour Vector (HCV) set in this paper. Then the imagehesnged into one
HCV set. In the second part, the process of data collectiogrpsses using the first
one for making a reference data set. The third part is cleasidn, where one HCV
of the current image is compared with the HCV data set. Thémlgwocess of above
three parts is checked. From these processes, the systectasaify the hand shape
of different letters in the ASL alphabet.

The contribution of this chapter is the proposal of a metinad tan classify the hand
postures quickly and accurate in a simple way using only aghlecb camera (i.e.,
without expensive equipment such as a glove, marker, tifxfligbt camera, etc.). The
proposed method can recognize input hand posture in realdt reasonable accuracy.
An average of 81.12% was obtained when all 25 classes wetlanskaverage 94.45%
success rate was obtained when grouping method was usedprdpesed method
shows 94.08% success rate without grouping, which chamg88.88% success rate
using grouping (in the best case). The results of indivigaalicipants are also shown,
facilitating observation of the individual difference$ shows very good performance
in classification of hand postures. Thus, the proposed systn be used for HCI
contexts such as TVs and smartphones control, which usesdesignated commands
by matching some gestures with commands.

6.2 Hand gesture recognition

In Chapter 4, an effective recognizer based on states me&tlias$igned and manufac-
tured to confirm if they can recognize the hand gestures heratord, this dissertation
tries to make a recognizing system which can handle the wamaeouse and camera
hand gesture such as numbers using only visual input. Tlgnéer has been made
by FSMs with some probabilities for transition. In order take a data set, a mouse
device and camera are used to obtain the gesture input. mdhee case, the position
of mouse cursor is used to determine gestures, while in three@case, skin-color
detection for finding centroid of hand using RGB color spacased to make gestures
in the same way as in Chapter 3.
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A training phase is needed to make the recognizer. For tr@ithie gesture data, the
training phase is divided into two steps. The first step issipetial clustering to rep-
resent the gestures as the set of states using GMM. The setemds the temporal
alignments to represent the gestures as the path of staterssxs. From these pro-
cesses, the redefined data sets were obtained, and theyedr®ousin and recognize
the gestures.

The recognizer turned out to be fairly accurate to recogthizegestures with various
number of states. Although the proposed method can makeladacurate recogni-
tion rate, experiments were performed with various sitregtisuch as same gestures
with various time periods and overlap problems in Chapter. fiv

The recognition performances are influenced according eéosffatial and temporal
overlap of gestures. The results show the good performarere iEthe gestures are
considerable similar. The results also show that if temipdistributions are different,
the overlapping degree of spatial distribution is not int@ot. The proposed method
can also cover the significant overlapping level of tempdisiribution. The main
problem for obtaining good recognition success rates is ftomake and decide the
proper position and number of states.

Experiments are also performed with the input data that li#féerent time periods
according to the speed of the user’s gesture. The propost#wddoes not require
many training data sets to recognize the various time pegesiures. If the input
gestures pass through accurately on the ordered statersegu¢hen the time period
of input data is not significant, as the recognizer is justposed of the state sequence
list.

A method was proposed, which is combined the methods of @h&pind 4 to recog-
nize the continuous gestures in real-time. There are twasgtedo this work. First,
the hand postures obtained from the input gestures havedistieguished to confirm
whether the input is a gesture or not. The hand posture isifibsby using the method
already introduced in Chapter 3. From this process, it caodoéirmed whether the
input gesture can be considered as a gesture or not. If the impdetermined to be a
gesture, then the input is saved into a variable. After oiotgithe variable that has the
gesture data, the recognizers introduced in Chapter 4 acktasnterpret the gesture.
This process is almost the same as the method in Chapter s kanfirmed that these
processes work well, and the proper gesture data can benebtai
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The significance of this chapter is that it established thatgroposed methods have
low processor overhead and are easy to implement. As cument data is handled
immediately at each state using the information and thidsinained already in the
training phase, this reduces the computation complexihe groposed method does
not require large data sets. In the proposed method, a eltféime period of the
same input gesture is not relevant to recognizing gestdi@s.is because, if the data
points of the input gesture are positioned properly at etatle sbtained by training, it
recognizes the relevant gesture, even if the hand gesturestiast.

6.3 Future studies

This dissertation proposed the hand posture and gestwgnigion systems, and con-
firmed the performances of these systems with various ingat d

The proposed hand posture and gesture recognition systemsed RGB color spaces
to extract the hand from the images. For doing this, it haveetased with the clean
background, therefore, experiments were performed int fobrwhite panel. How-
ever, it has many weaknesses for illumination and cluttbeetkground. To overcome
this weakness, it is essential to use more robust color sipaaetecting the hand.
Ultimately, the hand models have to be made, which can beingkd cluttered back-
ground.

The 2D position data of the hand obtained from camera is usdtié input data of the

hand postures and gestures. If Kinect is used instead ofjesireb camera, the depth
information of the hand can be obtained, thus, the more geanformation about the

features can be made. By using these information instea® afa2a, the robust hand
posture and gesture recognition systems can be develdpegh be also the solution
to the misclassified problems when the hand rotates in the 3D.

The centroid of hand is relatively extracted well in the pre@d method. However, the
centroid position of the hand slightly shakes when the haodas. In order to stabilize
the centroid position of the hand extracted by using imagegssing methods, the
method fused with kalman filter, median filter, and so on candssl.

In the proposed method, only one hand is used in the video agas to input and
recognize the gestures. However, when the gesture reamgmstused in everyday
life, the faces and hands of user are necessary to appearvidéo or images. Hence,
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it has to be developed the systems that can extract the hanobéain the information
even in this situation.

In addition, the research has been needed to find the methotblsegment the hand
on the cases that there is background that has the similarwith the hand or face,

and overlaps the hands. This part is an important side ndedgetrate the recognition
system in the real life. Many algorithms and models have begeloped to overcome
these problems, however, there are no perfect antidoteste these problems. For
instance, precise hand contour line have to be obtaineddapesbased model, but
there are also many environmental limited primaries. Iniomibased model, there are
assumptions that movements of hand are the only motion®imthge, so it also has
environmental limited primary.

Researches are also needed to the tracking methods afetidgtthe hands. Some
approaches show the good performances, but still not rolsistexample, template
matching method is influenced by the condition of illumioati so it is not always

effective. Contour based tracking approaches also hay#gms to obtain the precise
contour line because of the difficulty to extract it.

The performances of the hand gesture recognition systeawsiyidepend on the im-
age processing techniques such as detection and trackitippdnehich is already
explained above. Therefore, it is important to use the ogitobetection and tracking
methods to fit the application.

The proposed method has the relatively low computation d¢exitg and it is easy to
implement. However, there are rigid conditions to input ¢giestures. For example,
the large differences between distribution of trainingtgess and input gestures that
intend the same meaning are not allowed. If it is desireddogrize the same gestures
that have the different distributions, then another recgnhas to be made using
training with the gestures that have different distribonto However, if the number
of the recognizer increases in this manner, then it takesi@ tisne to recognize the
input gestures. For operating the gesture recognitioresyst real time, as previously
stated, to find the optimal image processing techniques peitant. Therefore, the
optimal image processing technigues have to be found otase®, which are suitable
to the proposed method in order to operate the systems irtimeal and design the
robust recognizer.



Appendix

A. Contour Distance ( Gknreshold Setting Method

In this section, the contour distanceeshold Setting method for representing the
positions that have certain volumes is derived. The eqgudtiothe process in Figure
4.12 was derived in Hansen (2005). The equation was intextiircchapter 4. If there
are data that are Gaussian distributions with meampsaasi covariances &5 they can
be represented and changed as in the following equations.

N(KZ) ~ u+N(0,%) 1)
N(0,Z) ~ ®N(0,A) (2)
®TN(0,Z) ~ N(O,A) 3)
N(0,A) ~ AY2N(0,1) (4)
A"Y2N(0,A) ~ N(O, 1) (5)

In this section, it will be confirmed that the volumes of Figdr.12 (b) and (c) are the
same. Itis assumed that the mean of data distribution isfeeamnvenience.

First, the volume of Figure 4.12 (c) is derived. The fixed Mahabis distanced, for
representing the certain volumes, such as 0.95 or 0.99 aé(calculated as

d=/(X=WTE X~ ©)

Covariance matriz of (c) is Identity matrix. Therefore, bivariate density @tion for

(c) can be expressed as

1 1,
f(xY)e = 5-exp—3 (¢ +Y?)) (7)
The Area of (c) with certain distance, is the circle, so it follows the equation of
circle, X2 +y? = d2. Therefore, the volume of () it can be expressed as

VdZ=x2
2
//de (X,y)cdydx+ 1 f (X,Y)c (8)
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Second, the volume of Figure 4.12 (b) is derived. In this caseariance matrix and
>~ 1is expressed as

2
o; O
Zp= [ " 2] 9)
0 oy
1 o2 0
sl y 10

The fixed Mahalanobis dlstancxdz,, is already set, so it can be represented as the fol-
lowing equation usingy.

\/@ \/ O 2X2 + 0%y (11)

Using this equation, the elliptical equation that has sanabdlnobis distance can be

obtained.
NG y2 2
2 > —d 12)

y

Bivariate density function for (b) can be expressed as

1 1,2 Y2
f(X,Y)o = 2n0xoyexq_§(0_§+0_§)> (13)

Using equation 12 and 13, the volumes of (bylinan be expressed as

cxd 0202 _Xz
/ (X,y)qdydx+ noxoydzf(x Y)b (24)
o 0202 —x2

Replacex with oxu andy with oyv. Then,dx = oxdu anddy = oydv. The ranges of
integral are also changed as in the following equations.

—0oyd < x< oyd

(15)
—d<u<d
2 2
o o
—1/03d2— 22 <y < [02d2— 2x2
o o
X X
2 2
o (o (16)
—l02d2 — Y5212 292 — Y 522
\/oyd OZOXU <oyw< \/oyd 02cIXu
X X

—Vd2 - <v<vd?—u?



Appendix 109

Therefore, equation 14 can be changed to
(T
/ / (U v)cdvdu+t o2 f (U, v)c (17)
VdZ—u?

Equation 17 is same equation 8. It can be confirmed that thened of Figure 4.12
(b) and (c) are the same.
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